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[TepiAndy

H Stadoyixy) eEENEN evig TeptfdAlovtog texvoloyttdv vépoug (cloud), amopoxpuopé-
VOV PNOLOXGY ETULXOLYOILKY XL TEYVOAOYLOY TTOPOYNG %Ol SLooOVIEDYS JEDOUEVWY %Ol
UTTNPEDLWY OTIOLTEL TNV OVATTTUEY] XOL XATOOXEVY] ATTOGOTIXWY CGLOTNUATWY SLOXELPLONG
Baoswy dedopévwy (EABA) mov vAoToLobY TNy amobixevoy, T dtavopy xow T SLoyei-
OLOM LEYGAWY OGLVOAWY GeSOUEVWY. AUTA Tl CLOTHRLOTO. dLaYELPLONG PAoewy BeSoUEVLY
OTTOTEAOVYTOL OO TTOAAXTIAG LTTOCLGTAUOTH OLoryeipLtong aPyeiwy xot ETLTESWY douL-
KWV TUNUETWY CUCTNULKTOS TTOV DAOTIOLOVY TNV ATTOTEAECULOTIXY] XOL YOYOEY] Storxeiptom
TV amodnxeLUEVWY GLUVOAWY JEDOUEVWY UETL GUYOAWY AELTOLEYLWOY CLUVOAAXYWY. To
ovoThpato. evpetnpLomtoinong (indexing) éyovv avamtuydel oto TAaioo TwY TABA Yo
TNY LAOTIOINGYN VTG TNG AELTOLPYLXYG ATTOSOTLXOTNTOC, AELTOVPYWYTOS WS VTTOCLOTY-
LOTO. CUOTNUATWY XEYELWY TTOU GLYGEOVTOL GOULXA KOl ASLTOVOYLXA UE EVOL LEYGAO %O
TTOAOTTAOXO GUVOAO GAAWY VTTOCLOTNULATWY PACEWY FESOUEVWLWY. Ta CLOTNUATA XVTA ATTO-
TEAOVYTOL ETTLONG AT TTOAATTAOVS UNYAVLOUOVG TTOL TTEPLAAUPBEYOLY GOVOAL douky Oc-
JouEVWY eVPETNPELOTTOINONG XL aAyoplOuwy. H mopodoa SimAwpatixnn epyocio cuvbétet
uLtoe VAoTToino” Twy Sopwy svpetnplov B-tree, B*-tree, B-Hash Map xow B*-Hash Map
%o pLoe TANEN BewENTinn xoL LTTOAOYLOTIXY] AVAALGY] TWY GOUWY AVTWY GE AELTOLEYLXO
xow doutxd emimedo. H vmohoyiotixn avaAvoy, aELoAdynoyn xor cOYxELoN TNG AELTOVOYL-
%NS OTOSOTIXOTYTOG XOL TYG XQEOVIXYG ATTAOS007G Twy SoUwyY evpetnplov B-tree, B*-tree,
B-Hash Map xow B*-Hash Map mouv avamtoyxnxoy mpoypotomotnbnxe néow evog ouvo-
AOUL VTTOAOYLOTLXWY OLOOLXACLKY O TTROYUOTLXA XOL XUTOOXEVOOULEVO GOVOAD GESOUEVWV.
Kotd ovvéneia, ) Topoboo LEAETY TTOPEYEL ULOL PXETE TTANOT], TIEPLEXTLYY] XOL AETTTOUEQY
DewpnTinn xol LITOAOYLOTLXY] AVAAVGY] AVTWY TWY VAOTIOLNUEVWY - OVATTTUYUEVWY GOWUWY
%O ASLTOVPEYLWY EVPETNELWY OCOV APOPA TNV ATTOSOTLXOTNTU KOL TN YEOVLXY] ATTOS00Y] TNG

OLOYELPLOTG XPOVIXWY TTOPWY KoL TTOPWY UVUTG.

A€Egig xAetdia: Baoelg dedopévwy, Evpetnprtomoinoy, B-d¢évdpo, B+-6¢vdpo, Hash Map.



Abstract

The consecutive evolution of a digital communication, remote data and services provision
and interconnection and cloud technologies environment requires the development and
construction of efficient database management systems (DBMSs) that implement storage,
distribution and management of large datasets. These DBMSs are composed of multiple
file sub-systems and system structural components layers that implement the efficient and
fast management of the stored datasets through transnational operations sets. Indexing
systems have been developed in the context of DBMSs in order to implement this functional
efficiency, operating as file sub-systems that are structurally and functionally connected to
a large and complex set of other database sub-systems. These systems are also composed
of multiple mechanisms comprising indexing data structures sets and algorithms. This
thesis composes an implementation of the B-tree, B*-tree, B-Hash Map and B*-Hash Map
index structures and a complete theoretical and computational analysis of those structures
functional and structural levels. The computational analysis, evaluation and comparison of
the developed B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures functional
efficiency and time performance was carried out through a set of computational processes
on real and synthetic datasets. Consequently, this study provides a quite complete, comprehensive
and detailed theoretical and computational analysis of these implemented - developed
indexes structure and functions performance in terms of time and memory resources

management efficiency and time performance.
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Chapter 1

Introduction

1.1 Thesis subject and content

Observing that there are not sufficient dynamic, efficient, refactorable, maintainable and
general-purpose implementations in C of in-memory B-tree, B*-tree, B-Hash Map and B*-
Hash Map index structures combined with a complete, qualitative and concurrently simple
theoretical and computational analysis, the conducted study aims to fill partially this gap.
In particular, this study aims to provide a complete and solid theoretical analysis of the B-
tree, B™-tree, B-Hash Map and B*-Hash Map indexes structure, functions and performance
in terms of time and memory resources management efficiency in conjunction with a set
of computational processes and computational analysis, providing functional metric data

on real and synthetic data.

The main incentives and objectives of conducting this study are the implementation and
development in C of open-source software packages that provide a set of dynamic, efficient,
fast and qualitative B-tree, B*-tree, B-Hash Map and B*-Hash Map index data structures
that are specially designed to operate as structural and functional parts of a RDBMS in-
memory file system indexing sub-system (system structures simulation). This packages also
includes sets of unit testing function tools and integration tests in order to be provided
qualitative, dynamic, refactorable and maintainable software packages (software quality
assurance). Furthermore, another important and basic reason for the conduction of this
study is the theoretical and computational analysis of the B-tree, B*-tree, B-Hash Map and
B*-Hash Map index structures structural properties and functional efficiency in terms of
time and memory resources management (time performance). Moreover the efficiency and
time performance of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures
is analyzed through a set of computational experiments on real and synthetic data in

order to provide metric data for meta-analysis, comparison and evaluation. Finally, this
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thesis aims to offer a set of open-source and free packages that could be utilized for the
implementation and development of software products and services parts and for research

and educational purposes.

1.2 Content structure

The thesis structure is as follows. In Chapter 2, the structural and functional theoretical
analysis of the B-tree index data structure is performed. In Chapter 3, we analyze the
structural and functional theoretical analysis of the B*-tree index data structure, while in
Chapter 4, we analyze the structural and functional theoretical analysis of the B-Hash Map
and B*-Hash Map index data structures. In Chapter 5 we present the theoretical analysis of
the conducted computational processes and the analysis, evaluation and comparison of the
B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures functional performance
metric data (results) on real and synthetic data. Finally, the summary, inferences and

conclusions of this study are outlined in Chapter 6.
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Chapter 2

Theoretical analysis and implementation of the B-

tree data structure

2.1 B-tree index structural properties and characteristics

2.1.1 B-tree index structure implementation and development theoretical base

The development of the implemented B-tree data structure is based on the theoretical
definition, formulation and analysis of the B-tree index structure and functionality of
the works in [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13]. This study is based
on the aforementioned works and applies modifications at some basic structural and
functional B-tree structure levels. Furthermore, it is important to clarify that this B-tree
index structure implementation composes a structural and functional approximation of
these studies utilizing them as a theoretical base in order to develop and implement an
efficient and fast B-tree index data structure. This data structure will be analyzed and

evaluated in terms of performance.

Moreover, this implementation is based on the development of the B-tree index structure
and the conduction of a computational study in order to analyze and evaluate the approximate
average execution time performance of the basic B-tree data structure insertion, deletion

and selection operations in the context of our previous work in [14].
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2.1.2 B-tree index structure

Figure 2.1: B-tree data structure
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The B-tree index data structure consists of nodes which are basic and initial structural
parts - blocks of the tree. The structural parts, characteristics and properties of each
individual tree node are based on the node type. There are two separate node types,
the intermediate - internal nodes and the leaf nodes. The B-tree structure shown in Fig.
2.1 is formed and structurally organized in levels that are composed of node sets. The
levels set of the structure that are at a height - depth higher than the last level is composed
of internal B-tree nodes. The last level of the structure consists exclusively and completely
of leaf nodes which are all located at the same last tree level. Each path from the root
node to any leaf node has the same length - height. The node that is at the first level
of the tree is defined as the root node and is a potential internal node in case that the
first level of the tree is not identical to the last tree level, in which case the root node is
a leaf node. The basic property and characteristic of each node and level is the height -
depth, which is defined as the path - set of nodes or levels from the root node (first -
top level) to the associated node (B-tree node height). Approaching the height property
from a different perspective, we can define it as the total number of transitions to be made
between connected nodes of different levels of the B-tree in order to move from the root
node to some leaf node of the last - bottom structure level (B-tree height). Another B-tree
characteristic is the branching factor, which is basically the maximum number of node

references (next level linked nodes) that each node can contain - store.
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This structural organization and formation of the B-tree nodes defines the property
of the structural tree balance. The structural balance is implemented through a set of
algorithmic techniques of nodes and stored record references rearrangement and reorganization,
which are incorporated in all of the basic insertion, deletion, search - selection and modification
— update functions. Consequently, the B-tree is structurally self-balanced as it transforms

and modifies its structure depending on its functionality.
2.1.3 B-tree index node structure

Figure 2.2: B-tree node structure

Internal Node Leaf Node
Record Ry Ry Rak \ Record Ry Ry Ry \

X XX | XX

N4 Nk | Nks4 Rak |Raks1
eece

-]
-]
(]
(-]
-]
(-]
L]
L]
[ ]

(-]
-]
(]

Node Type Identifier Node Type Identifier

Node Record References Node Record References

Node Record References Capacity Node Record References Capacity

/

J

The B-tree node structure shown in Fig. 2.2 consists of the following structural parts —

blocks and is governed by the listed characteristics and properties:

e B-tree is a multi-valued tree data structure since each node can store multiple data
items - records. The parameter k constitutes the sets of records that can be stored in

a B-tree node.
¢ Each internal node can contain multiple ordered record and node references.
e Each leaf node can contain exclusively multiple ordered record references.

e Each internal node can store at most 2k record and 2k + 1 node references, where

k> 1.
¢ Each leaf node can store at most 2k record references.
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Each node can theoretically store between 1 and 2k record references. Furthermore,

each internal node can store between 1 and 2k 4+ 1 node references.

Each node contains between k and 2k record references except the root node, which

contains between 1 and 2k record references.

In this implementation, each internal node is composed of two semi-dynamic array
data structures that store record and node references. Each node semi-dynamic array
can modify (increase and decrease) its capacity in order to reduce the memory

allocation and usage.

Each internal node contains three variables that specify the node type, the number
of stored array structure references and the maximum capacity of the reference array

structure.

In this implementation, each internal node (except the root node) can store approximately

between k£ and 2k record and between k + 1 and 2k + 1 node references.

In this implementation, each leaf node is composed of two semi-dynamic array data
structures that store record and node references and modify (increase and decrease)
its capacity in order to reduce the memory allocation and usage. The array of node

references is completely empty and has not available allocated memory.

Each leaf node contains three variables that specify the node type, the number of
stored array structure references and the maximum capacity of the reference array

structure.

In this implementation, each leaf node (except the root leaf node) can approximately

store between k and 2k record references.

The default record array capacity of a new internal node is approximately at most k

and the node array capacity is k + 1.

The default record array capacity of a new leaf node is approximately at most k£ and

the node array capacity is 0.

The record array capacity is approximately at most k£ and the node array capacity is

at most k + 1 depending on the size (1 to k) of the stored record references.

The record array capacity is approximately at most 2k and the node array capacity

is at most 2k + 1 depending on the size (k + 1 to 2k) of the stored record references.
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Figure 2.3: B-tree node structure and system architecture
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In this implementation, each record block is composed of a data field set. This set
consists of fields - attributes of different data types. Each record has a unique identifier,
the primary key field that separates them from the other records in the RDBMS table to
which each record element belongs. The B-tree is a clustered - primary key index structure
as it stores the records references based on the records primary key fields. The available
valid records primary key fields data types of the developed B-tree structure can be either
integer or string. The structure, design and architecture of the B-tree system is represented
in Fig. 2.3. The implemented B-tree index structure system is based on a main memory
(RAM) system and each record and node data reference constitutes a link to one or more

virtual memory blocks - frames (set of memory elements) that store the data.

2.1.4 B-tree nodes number and height approximation

According to the theoretical analysis of the B-tree index structural and functional
parameters in [1] [2] [6] [7] [8], the parameter n (n > 0) is defined as the total number of
the B-tree stored record references and can be approximately approached and calculated

by the relations:
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N, = 2(k + 1)1 =1 (2.1)

Nomaz = (2k + 1)" — 1 (2.2)

2+ 1) —1<n< (2k+ 1) —1 (2.3)

The parameter h (h > 0) is defined as the B-tree structure height - total B-tree nodes

levels and can be approximately calculated by the relations:

+1
Rpar = 1 + lOg(k+1)(n 9 ) (25)
n+1
log(ars1y(n +1) < h <1+ logas1)( 5 ) (2.6)

According to [8], each B-tree node, except the root, contains on average 2kuy, record and
2kuy, + 1 node references. Based on this work, the total average B-tree structure height can

be approximately calculated by the relation:

Ravg = l0goku+y(n), 2k<n and h=1, 2k>n (2.7)

Furthermore, if the root node contains £k record references then a more theoretically
ideal B-tree structure height approximation (approach of the optimal height reduction)

can be calculated by the relation:

n

i) 2ksnoand h=1 2k>n (2.8)

h(wg =1+ log(Zkuk+1)(
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The uy parameter (uy, = Iny = 0.69315, 0.66666 < uy, < 0.69315) is constant and is defined
as the storage utilization, i.e., the ratio of the record references to the record references

allocated memory slots in the B-tree nodes set [7] [8].

Based on the theoretical analysis of the aforementioned studies, we can approximately

calculate the total B-tree nodes d (d > 0) by the relations:

i = 1+ %((k + 1) 1) (2.9)
_ 1 h_
Amaz = 2k((% + 1) —1) (2.10)
2 - 1
1+E(<k+1) —1)<d< —k((2k+1) —1) (2.11)

Based on [8], the average bottom level leaf nodes set of the B-tree structure d;,, can be

approximately approached more accurate using a tighter relation:

n+1
(2k +2)(H(2k +2) — H(k+ 1))’

&
3
I

2k<n and d,=1 2k>n (2.12)

Z % (2.13)

According to the same work, the parameter p is defined as the average number or the
possibility of leat and internal nodes splits per insertion process in the B-tree structure

and can be calculated by the following relation:

1 1
= =~ <
P ome)k ~ 1.3%63k =

(2.14)

e
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Equation 2.14 is not theoretically identical to the deletion operation. As already mentioned,
the deletion operation is not the same function with the insertion function from a functional
(algorithmic perspective). The deletion function implements a set of rearrangement and
reconstruction algorithmic methods in order to keep the B-tree nodes and stored record
references set structure stable and balanced as opposed to the insertion function that
implements split algorithmic processes in order to keep the structural balance. However,
the deletion operation tends to keep the existing and prior structure and arrangement of

the tree nodes.

Consequently, this relation cannot be used to calculate the average number of nodes and
record references rearrangement and reconstruction per deletion as well as the number of

insertion splits is calculated.

An average approach of the parameter d based on relations 2.11 — 2.14 can be approximately

calculated by the following relation:

d=p-n+h, 2k<n and d=1, 2k>n (2.15)

Equation 2.15 is based on the node (leaf - internal node) split, rearrangement, reconstruction

and structural re-organization algorithms of the insertion and deletion functions in order
to structurally re-balance the B-tree index structure. The insertion function implements the
node split and the records - nodes references semi-dynamic array structures rearrangement
- reconstruction algorithmic sub-functions. Each individual discrete split sub-function
creates a new B-tree node. Consequently, each B-tree node except the first - leaf root node
is created by the insertion node split and rearrangement - reconstruction sub-functions.
Furthermore, each internal root node split algorithmic sub-function creates two nodes, the
right sub-node and the new root node. The internal node split process is quite rare since
it is implemented when the insertion path from the root to the leaf level is composed of a
different linked nodes set that each node contains 2k record references. Each root node split
increases the B-tree height by one. Consequently, the total root node split processes are
h —1 because the first leaf root node is not created by a node split. Equation 2.15 provides
a theoretical approximation of the total B-tree structure nodes as the B-tree nodes set is

created based on the nodes splits set that is related to the parameters p and n.
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The relation 2.17 provides a more complete, optimal and accurate average approach
of the parameter d. The total average bottom level leat nodes of the structure can be
approximately calculated by Equation 2.12. Based on the previous relation the total stored
record references in the upper internal B-tree levels (internal nodes set) can be approached
as dj,, — 1 for n stored record references in the structure. From a theoretical perspective, the
upper internal nodes levels of the structure constitute a sub-tree if the bottom leaf nodes
level extracted - detached from the overall tree structure. Equation 2.12 can be applied to
this extracted sub-tree (tree that is composed of all the internal levels nodes) that contains
d;, — 1 stored record references in order to calculate the total average bottom level leaf
nodes of this individual subset of nodes (tree). This process is implemented recursively for
each individual sub-tree up to the root node in order to calculate the total average bottom
levels leaf nodes of each sub-tree. These leaf nodes sets constitute the total average B-tree

nodes.

(T(b+1)—1), 1<b<h (2.16)

Consequently, based on relation 2.16, the total average nodes d of the B-tree can be

approached as the sum of all sub-trees leaf levels nodes by the equation:

d=> (T(b—i)+T(1), h>2

= (2.17)
d=dl(n)+1, h=2
d=1, h=1

According to Equations 2.12 — 2.17, the parameter d;, is defined as the total average
number of internal B-tree nodes and can be approximately calculated by the following 2.18

relation:

din = d — dyy (2.18)
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As already defined, the total number of B-tree nodes d is the sum of the B-tree internal

and leaf levels nodes.

The total average record references that are stored in the internal B-tree nodes r; 2.19

can be approximately approached by the relation:

r S dy, — 1 (2.19)

The total average record references that are stored in the leaf B-tree nodes r; 2.20 can

be approximately approached by the relation:

" (2.20)

2.2 B-tree index structure basic functional levels

2.2.1 B-tree index structure functions

Indexing systems are composed of multiple special designed structural components,
data structures and mechanisms [15] [16] [17] [18] [19] [20] [21]. The indexing systems
implement a set of functions and transactions through a set of index structures for the
efficient, fast, accurate and secure management of the RDBMs in-memory and on-disk
file systems relational tables stored records sets. The B-tree data structure is a basic
and fundamental index tree structure that is used extensively in the RDBMs indexing
sub-systems and composes the structural and functional base for the development and
implementation of multiple efficient tree index structures set and their variants [2] [3] [22] [23].
These structures are used in multiple modern storage management - file system engines,
such as RDBMs (MySQL [24] [25] [26] [27] [28] [29], PostgreSQL [30] [31] [32], Oracle
Database [33], SQLite [34] [35] etc), software applications, operating systems (BTRFS
Linux file system [36] [37]), indexing - caching systems (Redis etc) and in other scientific

and technological fields with specially designed implementations.
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The B-tree index structure functions that are analyzed and implemented in this work

are the record references sets insertion, deletion and selection functions:

* Records selection by record primary key field.
* Records selection by multiple record fields.

* Records insertion and deletion based on the record primary key field.

The B-tree visualization tool in [38] can be used in order to theoretically simulate the

insertion, deletion and selection - search B-tree functions with high precision and accuracy.

2.2.2 Records selection by primary key fields

Figure 2.4: Records selection by record primary key field
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The selection function listed in Alg. 1 and schematically represented in Fig. 2.4 recursively
implements a set of node selection - search algorithmic sub-functions. Each individual
sub-function in Alg. 3 is applied to a B-tree index structure node in order to locate
(based on a primary key field) the node in the B-tree structure and the position of
the stored record reference in the B-tree node semi-dynamic array structures or the
location of the next level linked node that the record reference could be stored. In this
implementation, the sub-function in Alg. 3 implements the record reference location and

selection in the node semi-dynamic array structure using optionally both the specially
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designed binary - BTree_Binary_Search() and interpolation - BTree_Interpolation_Search()
search algorithms. The sub-function in Alg. 2 implements the node selection - search sub-
function to locate and select the node and stored record reference in the B-tree index
structure levels nodes sets applying this process on a nodes path from the root node to

the bottom leaf nodes level.

The binary and interpolation search algorithms are quite efficient and fast to the location
and selection in the B-tree nodes semi-dynamic array structures of the record references
and next level linked nodes that the record references could be stored. The binary search
algorithm has an average theoretical time complexity - performance O(logz(n)) and the
interpolation search has O(loga(logz(n)) average time complexity [39]. Consequently, these
algorithms are used extensively as the node-level location and selection functions of the

B-tree index structure and its variants.

Algorithm 1: BTreeFastSearchData_ByPrimaryKey function

Returned item: Selected record
BTreeFastSearchData ByPrimaryKey(
B-tree structure item,

Primary key field of the record to be selected
)
if B-tree data structure is empty then
Return null item.
end

Return BTreeFastSearch Tool() item.
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Algorithm 2: BTreeFastSearch_Tool function

Returned item: Selected record
BTreeFastSearch Tool(
B-tree node item,
Primary key field of the record to be selected
)

SearchBTreeNode Record ByPrimaryKey()

if record with the specific primary key field is located in the current node then
‘ Return record item.
end

if Current node is internal then
Return BTreeFastSearch Tool() item.
end

Return null item.

Algorithm 3: SearchBTreeNode_Record_ByPrimaryKey function

Returned item: Node or semi-dynamic node array position that can be located the
record to be selected

SearchBTreeNode Record ByPrimaryKey(

Stored records in the node Semi-dynamic array structure,

Node Semi-dynamic array structure item,

Primary key field of the record to be selected

)

Return BTree Binary Search() or BTree Interpolation_Search() item.

Furthermore, the linear search method can be implemented and applied to the node
search sub-function even though it is not an efficient search method due to its average and
worst theoretical time complexity, which is O(n). For this reason, we opted not to implement

this method in our code but we just present its implementation for completeness.
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The record references location - selection in the B-tree index structure nodes semi-
dynamic array structures based on a primary key field shown in Fig. 2.5 utilizes the linear
search algorithm in order to provide a more complete, accurate and simple description of
the selection process. The Figure shows the selection function of the record reference with

record primary key field R,.

Figure 2.5: Selection of the record reference with record primary key field R,
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The total average linked nodes set - path from the root node to the leaf nodes level
composes the total average B-tree structure height [8]. The selection sub-function in Alg.
3 applied to that nodes set semi-dynamic array structures that the record references
are stored in order to implement the record reference location and selection using the
binary and interpolation search algorithms. The average time complexity of the binary

and interpolation search algorithms is O(logz(n)) and O(loga(logs(n)) [39].
Consequently, the theoretical average time complexity of the selection function in Alg. 1

and Alg. 2 can be calculated by the relations 2.21 and 2.22, respectively:

O( log(2)(2k) - logoku,+1) () ),  using binary search (2.21)

O( log(ay(log(ay(2k)) - log(akue+1)(n) ),  using interpolation search (2.22)

2.2.3 Records selection by multiple fields (constraints)

Figure 2.6: Records selection by multiple record fields
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The selection function in Alg. 4, shown in Fig. 2.6, of multiple non primary and primary
record references based on a set of individual discrete conditions (constraints) compose
a complete and full scan - selection function of the B-tree index structure nodes and
stores record references set in order to locate and collect these data to gather and store

them in a data structure. In this implementation, Alg. 5 implements the search procedure.
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Furthermore, we use a specially designed Double Linked List data structure which stores
and contains the selected record references set in both ascending or descending order of
the selection process. The selection function uses the node transition sub-function in Alg.
5 as a basic functional part of the overall selection process that implements the recursive
ascending transition from a B-tree node to an other level linked B-tree node scanning
and selecting the record references that are stored in the semi-dynamic array of this node
based on a selection constraints set. The selection function has also been implemented to
store the selected data in descending order - layout using a Double Linked List function

that stores the selected record references to the position of the List structure head node.

In general, the overall selection process can be implemented recursively based on some
full scan search - traversal algorithmic technique as the inorder, preorder, postorder and
other full (complete) tree traversal techniques. In the context of this implementation the

inorder tree traversal algorithmic technique is used.

Algorithm 4: BTreeSelectRecordData_ASC function

Returned item: Selection process status
BTreeSelectRecordData_ASC(
B-tree structure item,
Double Linked List item that the selected records set will be stored,
Record field attribute that compose the selection condition

)

if B-tree data structure is empty then

‘ Return unsuccessful selection status.
end

BTreeSelectRecordData ASC Tool()
if Double Linked List data structure is empty then

‘ Return unsuccessful selection status.
end

Return successful selection status.
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Algorithm 5: BTreeSelectRecordData_ASC_Tool function
Returned item: Void item
BTreeSelectRecordData_ ASC_Tool(
B-tree node item,
Double Linked List item that the selected records set will be stored,
Record field attribute that composes the selection condition

)

if Current node is leaf then

Node semi-dynamic array structure traversal to locate and select the record
based on the specified condition.

Each selected record stored ascending (to the end of the List)
using the InsertBListNode Last() function in the selection Double Linked List.

Return void item.

end
while Node Semi-dynamic array structure traversal is not completed do

BTreeSelectRecordData_ ASC_Tool()

Record location and selection in the semi-dynamic array structure
based on the specified condition.

Each selected record stored ascending (to the end of the List)
using the InsertBListNode Last() function in the selection Double Linked List.

end
BTreeSelectRecordData_ ASC_Tool()

As already analyzed, the selection function is implemented as a continuously recursive
scan process of the n record references that are stored in the B-tree structure nodes set in
order to locate and select a subset of the stored record references set based on the selection
conditions. Consequently, the theoretical average time complexity of the selection function
is O(n).
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2.2.4 Records insertion based on primary key fields

The insertion function in Alg. 6 is composed of multiple recursively linked sub-functions
in Alg. 7 and Alg. 8. Each individual sub-function implements a discrete functional part
of the overall insertion process. The insertion sub-functions use the split node algorithm

as a basic B-tree index structure balancing technique.

The sub-function in Alg. 7 implements the root node split process and the reconstruction
and rearrangement of the record and node references semi-dynamic array structures. The
node (root node) splits (Fig. 2.9— 2.12) into two distinct structural parts - sub-nodes and
the right half stored record and node references of the node semi-dynamic array structures
transferred to the new node. The middle record reference that is stored in the initial node
(root node) array structure transferred and stored in the record reference semi-dynamic
array structure of the upper level linked node (parent node). In this case that the splitting
node is the root node a new root node is created in order to be transferred the middle
record reference. The insertion sub-functions in Alg. 7 and Alg. 8 use the split node
algorithm to reconstruct, rearrange and organize the B-tree nodes set structure in order to

restore the structural balance.

Alg. 8 implements the insertion - storage of a record reference in a leaf node. The
record reference is stored to the leaf node if the leaf node record semi-dynamic array
structure has available allocated memory - capacity to store the inserted record (Fig. 2.7
and Fig. 2.8). If the record semi-dynamic array structure of the leaf node has not available
memory - capacity to store the record reference the leaf node splits and a reconstruction
and rearrangement process is caused (Fig. 2.9— 2.12. This process is repeated recursively
up to the root node in order to structurally re-balance and stabilize the B-tree index

structure.
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Fig. 2.7 and 2.8 analyze and describe the record reference insertion in a leaf node record

semi-dynamic array structure with available allocated storage memory - capacity:

Figure 2.7: Record reference insertion process in a leat node with available record semi-dynamic array
structure capacity - part 1
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Figure 2.8: Record reference insertion process in a leaf node with available record semi-dynamic array
structure capacity - part 2

/ Internal Parent Node \

oo o
Ny [ N2 [ N3 N. N
“ 000 21 it

Ri | Rz | Rs Rok.2 [Rak-1| Rak

Ry

Ry

Ry

Raok2 |Rak1| Rak

Ry

Ry

Rs

ml R1

Ry

Ry

Rak2 |Rak1| Rak Rak.2 |Rak-1| Rak

0o
L

39



Fig. 2.9— 2.12 analyze and describe the record reference insertion in a leaf node record

semi-dynamic array structure without available allocated storage memory - capacity and

the leaf node split process:

Figure 2.9: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 1
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Figure 2.10: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 2
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Figure 2.11: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 3
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Figure 2.12: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 4
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The insertion functions in Alg. 7 and 8 of the implemented B-tree index structure
are based on the node and node semi-dynamic array structures split, reconstruction and

rearrangement algorithmic method patterns:

* Case 1 - record reference insertion in a leaf node record semi-dynamic array structure

with available allocated storage memory - capacity (Fig. 2.13):

Figure 2.13: Record reference 19 insertion process in a leaf node with available record semi-dynamic array
structure capacity
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* Case 2 - record reference insertion in a leaf node record semi-dynamic array structure
without available allocated storage memory - capacity (leaf node split process) and

the linked upper level node (parent node) has available capacity (Fig. 2.14 and 2.15):

Figure 2.14: Record reference 20 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has available capacity - part 1

[e] T 1]
=3 [nooo

[a] T 1]

OEEE
"we [ONOOD
[ |

o T T]
[we [NNODOD
[ |

[][m]['” e e W[][m][]

o

=4

Figure 2.15: Record reference 20 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has available capacity - part 2
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¢ Case 3 - record reference insertion in a leaf node record semi-dynamic array structure
without available allocated storage memory - capacity (leaf node split process) and
the linked upper level node (parent node) has not available capacity (linked upper
level node split) (Fig. 2.16— 2.19):

Figure 2.16: Record reference 22 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has not available capacity (parent node node split process) - part 1
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Figure 2.17: Record reference 22 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has not available capacity (parent node node split process) - part 2
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Figure 2.18: Record reference 22 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has not available capacity (parent node node split process) - part 3
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Figure 2.19: Record reference 22 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has not available capacity (parent node node split process) - part 4
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e Case 4 - root node split process (root is internal - leaf node) (Fig. 2.20- 2.23):

Figure 2.20: Record reference 10 insertion process in a leaf node without available record semi-dynamic
array structure capacity. The parent root node has also not available capacity (parent node split) - part 1
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Figure 2.21: Record reference 10 insertion process in a leaf node without available record semi-dynamic
array structure capacity. The parent root node has also not available capacity (parent node split) - part 2
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Figure 2.22: Record reference 10 insertion process in a leaf node without available record semi-dynamic
array structure capacity. The parent root node has also not available capacity (parent node split) - part 3
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Figure 2.23: Record reference 10 insertion process in a leaf node without available record semi-dynamic
array structure capacity. The parent root node has also not available capacity (parent node split) - part 4
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Algorithm 6: BTreelnsertData function

Returned item: Insertion process status
BTreelnsertData(
B-tree structure item,
Record reference - data to be inserted

)

if B-tree data structure is empty then

Root node construction - creation.
Record reference insertion - storage in the root node.

Return successful insertion status.
end

BTreelnsertNode RootBreakTool()
if BTreelnsertNode_RootBreakTool () is unsuccessful then

Return unsuccessful insertion status.
end

Return successful insertion status.

Algorithm 7: BTreelnsertNode_RootBreakTool function

Returned item: Insertion process status
BTreelnsertNode RootBreakTool(
B-tree structure item,

Record reference - data to be inserted

)
BTreelnsertNode Tool()

if Record reference has already been stored - inserted in the B-tree structure (duplicate
stored record reference) then

‘ Return unsuccessful insertion status.
end
if Current node is the root node and a node break - split process was performed then

Left sub-node creation.

Reconstruction - rearrangement of the root, left and right nodes set

record and node references semi-dynamic array structures that the split process
was implemented.

end

Return successful insertion status.
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Algorithm 8: BTreelnsertNode_Tool function

Returned item: Node split process - right sub-node item
BTreelnsertNode Tool(
Current node item,
Record reference - data to be inserted,
Node split process - record references semi-dynamic array structure middle record,
Node record references semi-dynamic array structure capacity - size,
Duplication identifier of the inserted record reference

)
SearchBTreeNode Record ByPrimaryKey()

if Record reference duplication then

Duplication identifier status update - unsuccessful insertion process.
Storage obstruction - deallocation of the duplicate record reference.

Return null node item.
end
if Current node is a leaf node then
Record reference insertion - storage in the current leaf node.
else
BTreelnsertNode Tool()
if Next level linked node split process was implemented then

Storage - insertion of the next level linked node (split node) middle record
reference in the current node.

Reconstruction - rearrangement of the current node references

and record references semi-dynamic array structures.

else

Return null node item.
end

end

if Current node record references semi-dynamic array structure has not available storage
capacity then

Current node split (right sub-node creation) and node semi-dynamic array
structures reconstruction - rearrangement.

Return right sub-node item.
end

Return null node item.




The total average algorithmic operations - steps of the insertion function can be approximately
be approached based on the average B-tree structure height as shown in Equation 2.7.
Consequently, the theoretical average time complexity of the insertion function in Alg. 6—

8 can be approximately calculated by the relation 2.23:

O( 1og(stu 41 (1) ) (2.23)

2.2.5 Records deletion based on primary key fields

The deletion function is composed of multiple recursively linked sub-functions (functional
levels) that each individual sub-function implements a discrete algorithmic part of the
overall deletion process. Especially the deletion of a record reference and record data by a
primary key field in the B-tree index structure is based on 4 different connected functional

parts.

Alg. 9 implements the record reference location and deletion in the root node in the
case that the root node is leaf and the B-tree index structure is composed of a single node.
Furthermore implements the record reference location, deletion and the reconstruction
and rearrangement (re-balance) of the B-tree nodes and stored record references sets
utilizing Alg. 10 in case that the the B-tree is composed of multiple nodes and stored
record references. Alg. 10 implements the record reference location, deletion and the
reconstruction, rearrangement and re-balancing of the structure nodes and nodes stored
record references sets utilizing Alg. 11 and 12 sub-functions. This sub-function composes
the basic deletion method as it functionally links all the individual functional parts of
the overall deletion process. The deletion process is separated in two functional parts, the
record reference deletion that is stored in a leaf node and in an internal node. In particular,
Alg. 10 implements the record reference location and deletion in the internal nodes set
of the upper B-tree levels using the BTree_LeftSubTree_MaxRecord() sub-function that
replaces the record reference to be deleted which is stored in the internal node with
the maximum record reference of the leftmost leaf node path. Then implements the
record reference deletion in the leaf node. Alg. 10 seeks the internal nodes path from
the root node to the leaf node level using Alg. 3. In the case that the record reference

is located or transferred by the previous internal node deletion process in a leaf node,
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Alg. 11 sub-function is used to delete the record reference from the leaf node using a
set of sub-function that apply multiple algorithmic methods in order to implement the
deletion and balancing, reconstruction and rearrangement of the structure nodes and nodes
dynamic array structures. Furthermore, Alg. 10 implements recursively the reconstruction
- rearrangement of the B-tree nodes and the nodes stored record references based on
Alg. 12 in order to structural re-balance the B-tree index structure. The algorithmic parts
of the sub-functions in Alg. 11 and 12 are theoretically analyzed bellow. The record
reference deletion on the bottom leaf nodes level is functionally based on the sub-function
in Alg. 11. Alg. 11 implements the record reference location, deletion and the re-balancing,
reconstruction and rearrangement of the B-tree nodes, the stored record and node references
semi-dynamic array structures and the stored references in these structures on the leaf
nodes level. In the case that the structural balance cannot be restored - recovered on the leaf
nodes level, Alg. 12 is used in order to implement the nodes re-balancing, reconstruction
and rearrangement process on the upper internal nodes levels of the B-tree to re-balance
the tree. The sub-function in Alg. 11 and 12 uses a set of algorithmic tools and functions

to reconstruct and re-balance the tree index:

e The sub-function BTree_ReplaceRecord() implements the deletion in a leaf node
that contains multiple record references. The sub-function BTree_ReplaceRecord()

implements the structural re-balancing of the B-tree on the bottom leaf level.

Figure 2.24: Deletion of the record 16 in a leaf node that contains multiple record references - part 1
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Figure 2.25: Deletion of the record 16 in a leaf node that contains multiple record references - part 2
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e The sub-function BTree_ReplaceRecord() implements the deletion in a leaf root node
that contains multiple record references. The sub-function BTree_ReplaceRecord()
completely implements the structural re-balancing of the B-tree on the bottom leaf

level.

Figure 2.26: Deletion of the record 16 in a leaf root node that contains multiple record references
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e The sub-functions BTree_RebalanceLeftNode() and BTree_RebalanceRightNode() implement

the deletion in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains a single record reference and the left - right side
node contains multiple record references. The sub-functions BTree_RebalanceLeftNode()
and BTree_RebalanceRightNode() completely implement the structural re-balancing

of the B-tree on the bottom leaf level.
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Figure 2.27: Deletion of the record 16 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains a single record reference and the left - right side node contains multiple
record references - part 1
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Figure 2.28: Deletion of the record 16 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains a single record reference and the left - right side node contains multiple
record references - part 2
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e The sub-functions BTree_MergeSingleNodeRight() and BTree_MergeSingleNodeLeft()
implement the deletion in a leaf node that contains a single record reference, the upper

level linked node (parent node) contains multiple record references and the left - right

side node contains a single record reference. The sub-functions BTree_MergeSingleNodeRight()

and BTree_MergeSingleNodeLeft() completely implement the structural re-balancing

of the B-tree on the bottom leaf level.
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Figure 2.29: Deletion of the record 15 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains multiple record references and the left - right side node contains a single
record reference - part 1
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Figure 2.30: Deletion of the record 15 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains multiple record references and the left - right side node contains a single
record reference - part 2
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e The sub-functions BTree_SwapLeftNode() and BTree_SwapRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked node (parent node) and the left - right side node contain multiple record
references. The sub-functions BTree_SwapLeftNode() and BTree_SwapRightNode()
completely implement the structural re-balancing of the B-tree on the bottom leaf

level.

Figure 2.31: Deletion of the record 15 in a leaf node that contains a single record reference and the upper
level linked node (parent node) and the left - right side node contain multiple record references - part 1
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Figure 2.32: Deletion of the record 15 in a leaf node that contains a single record reference and the upper
level linked node (parent node) and the left - right side node contain multiple record references - part 2
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¢ The sub-functions BTree_MergeLeftNode() and BTree_MergeRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked (parent node) and the left - right side node contain a single record reference.
The sub-functions BTree_MergeLeftNode() and BTree_MergeRightNode() implement
the record reference deletion in the leaf node and the nodes reconstruction on the
bottom leaf nodes level in order to structurally re-balance the B-tree. In this case
that the structural B-tree balance cannot be restored - recovered on the leaf nodes
level a nodes re-balancing and reconstruction recursive process is being implemented
to the upper nodes levels. If this problematic nodes structural balancing case is
caused up to the root node the sub-functions BTree_MergeLeftNodeRecursive() and
the BTree_MergeRightNodeRecursive() are used recursively to fix this problem from
the leaf to the root node level. The structural balance finally restored - recovered on

the root node level.

Figure 2.33: Deletion of the record 15 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference - part 1
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Figure 2.34: Deletion of the record 15 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference - part 2
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e The sub-functions BTree_MergeLeftNode() and BTree_MergeRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked (parent node) and the left - right side node contain a single record reference.
Furthermore the sub-functions BTree_ReplaceLeftNodeRecursive() and
BTree_ReplaceRightNodeRecursive() implement the B-tree nodes re-balancing - reconstruction
on an internal nodes level in the case that the upper level linked (parent node) of
the previous level reconstructed nodes set has a single record reference and the left

- right side node contains multiple record references.
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Figure 2.35: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has a single record reference and the left
- right side node contains multiple record references
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¢ The sub-functions BTree_MergeLeftNode() and BTree_MergeRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked (parent node) and the left - right side node contain a single record reference.
Furthermore the sub-functions BTree_ReplaceSingleLeftNodeRecursive() and
BTree_ReplaceSingleRightNodeRecursive() implement the B-tree nodes re-balancing
- reconstruction on an internal nodes level in the case that the upper level linked
(parent node) of the previous level reconstructed nodes set has multiple record

references and the left - right side node contains a single record reference.

Figure 2.36: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains a single record reference - part 1
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Figure 2.37: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains a single record reference - part 2
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Figure 2.38: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains a single record reference - part 3
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¢ The sub-functions BTree_MergeLeftNode() and BTree_MergeRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked (parent node) and the left - right side node contain a single record reference.
Furthermore the sub-functions BTree_ReplaceMultipleLeftNodeRecursive() and
BTree_ReplaceMultipleRightNodeRecursive() implement the B-tree nodes re-balancing
- reconstruction on an internal nodes level in the case that the upper level linked
(parent node) of the previous level reconstructed nodes set has multiple record

references and the left - right side node contains multiple record references.

Figure 2.39: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contains a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains multiple record references - part 1
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Figure 2.40: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contains a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains multiple record references - part 2
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Figure 2.41: Deletion of the record 17 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contains a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains multiple record references - part 3
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The record reference deletion on the upper internal nodes levels is functionally based
on the sub-functions in Alg. 11, Alg. 12 and BTree_LeftSubTree_MaxRecord() as already
mentioned and analyzed. The BTree_LeftSubTree_MaxRecord() sub-function is used to
remove the located record reference from the internal node and transfer it to the maximum
record reference of the leftmost leaf node path. The record reference that is already stored in
this leaf node is transferred - stored to the first internal node that that the record reference
to be deleted was located. Then a leaf nodes level deletion process is implemented by the
sub-function in Alg. 11. The B-tree index reconstruction and re-balancing is implemented
by the function in Alg. 12. The basic point is that the internal node deletion is transformed

to a leaf node deletion process using the BTree_LeftSubTree_MaxRecord().

Figure 2.42: Deletion on an internal node - part 1
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Figure 2.43: Deletion on an internal node - part 2
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Figure 2.44: Deletion on an internal node - part 3
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Figure 2.45: Deletion on an internal node - part 4
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Algorithm 9: BTreeDeleteData function

Returned item: Deletion process status
BTreeDeleteData(
B-tree structure item,
Primary key field of the record to be deleted,
Item to store the removed record reference

)

if B-tree data structure is empty then

Deletion cannot be implemented.

Return unsuccessful deletion status.
end

if Root node is a leaf node then
SearchBTreeNode Record ByPrimaryKey()
if Record reference to be deleted is located in the current root leaf node then

if Root node contains a single record reference then

Remove the stored record reference from the current node.
Deletion of the current root node.

Return successful deletion status.
end

BTree ReplaceRecord()

Return successful deletion status.

end

Return unsuccessful deletion status.

end
BTreeDeleteNode()

if Record reference to be deleted is not stored in the B-tree structure then

Deletion cannot be implemented.

Return unsuccessful deletion status.
end

Return successful deletion status.
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Algorithm 10: BTreeDeleteNode function

Returned item: B-tree node item
BTreeDeleteNode(
Next level node item,
Primary key field of the record to be deleted,
Item to store the removed record reference,
Maximum record - node semi-dynamic array structures capacity of each node,
Flag to specity if the balancing process has been activated to an internal node,
Flag to specify if the internal node record deletion procedure has been activated,
Flag to specity if the record to be deleted exists in the structure

)
SearchBTreeNode Record ByPrimaryKey()
if The record reference to be deleted is located at the current internal node then
BTree LeftSubTree MaxRecord()

Replacement - swap of the record reference to be deleted with the
maximum leaf node record reference of the left sub-tree path.

Activation of the internal node deletion process - deletion of the transferred
record reference (to be deleted) in this leaf node.

end
if Next level node is an internal node then

BTreeDeleteNode()

if The structural balance recovery - restoration cannot be implemented on the previous
level. The upper level node re-balancing and reconstruction process has been activated
then

BTreeDelete NonLeafNode()
end

Return Current node item.

end
BTreeDelete L.eafNode()

Return Current node item.
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Algorithm 11: BTreeDelete_LeafNode function

Returned item: Void item
BTreeDelete LeafNode(
Upper level - parent node item,
Primary key field of the record to be deleted,
Item to store the removed record reference,
Position of the stored record reference to be deleted in the next level leaf node,
Maximum record - node semi-dynamic array structures capacity of each node,
Flags to specity the internal node balancing and record deletion processes and the
record to be deleted existence in the structure

)
SearchBTreeNode Record ByPrimaryKey()
if The record reference to be deleted is located at the current leaf node then

if The current leaf node contains multiple record references then
BTree ReplaceRecord()
Return void item.
end
if The current upper level - parent node and each of the leaf and left - right side nodes
contain a single record reference then

BTree MergeRightNode() or BTree MergeLeftNode()
Activation of the structural nodes re-balancing process to the upper level.
Return void item.

end
if The current upper level - parent node and the leaf node contain a single record
reference and the left - right side node contains multiple record references then
BTree RebalanceRightNode() or BTree RebalanceLeftNode()
Return void item.
end

if The current upper level - parent node contains multiple record references, the leaf
node contains a single record reference and the left - right side node contains multiple
record references then

BTree SwapRightNode() or BTree SwapLeftNode()

Return void item.
end

if The current upper level - parent node contains multiple record references, the leaf
node contains a single record reference and the left - right side node contains a single
record reference then

BTree MergeSingleNodeRight() or BTree MergeSingleNodeLeft()

Return void item.
end

end

Return void item.
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Algorithm 12: BTreeDelete_NonLeafNode function

Returned item: Void item
BTreeDelete NonLeafNode(
Current upper level node item,
Position of the next level linked node in the node references semi-dynamic array
structure that the nodes reconstruction - re-balancing process was implemented,
Maximum record - node semi-dynamic array structures capacity of each node,
Flag to specify the internal node balancing process

)

if The current upper level - parent node contains a single record reference and the next
level left - right side node of the previous reconstructed node contains a single record
reference then
BTree MergeLeftNodeRecursive() or BTree_MergeRightNodeRecursive()
Activation of the structural nodes re-balancing process to the upper level.
Return void item.
end

if The current upper level - parent node contains a single record reference and the next
level left - right side node of the previous reconstructed node contains multiple record
references then
BTree ReplaceLeftNodeRecursive() or BTree ReplaceRightNodeRecursive()
Return void item.
end

if The current upper level - parent node contains multiple record references and the next
level left - right side node of the previous reconstructed node contains a single record
reference then
BTree ReplaceSingleLeftNodeRecursive() or
BTree ReplaceSingleRightNodeRecursive()
Return void item.
end

if The current upper level - parent node contains multiple record references and the next
level left - right side node of the previous reconstructed node contains multiple record
references then

BTree ReplaceMultipleLeftNodeRecursive() or
BTree ReplaceMultipleRightNodeRecursive()
Return void item.

end
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The total average algorithmic operations - steps of the deletion function can be approximately
calculated based on the average B-tree structure height shown in Equation 2.7. Consequently,
the theoretical average time complexity of the deletion function in Alg. 9— 12 can be

approximately calculated by the relation 2.24:

O( 10902k, +1)(n) ) (2.24)
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Chapter 3

Theoretical analysis and implementation of the

B*-tree data structure

3.1 B7-tree index structural properties and characteristics

3.1.1 BT-tree index structure implementation and development base

Similar to the basis of the general fundamental B-tree data structure, the development
and implementation of the B*-tree data structure is based on the structural and functional
analysis and definition of the works in [6] [2] [3] [40] [20] [41] [42] [17] [18] [19] [43] [13]
[39] [44] [45] [46] [47]. This study is based on the aforementioned works and applies
modifications at some basic structural and functional B*-tree structure levels. This B*-
tree index structure implementation composes a structural and functional approximation
of these studies utilizing them as a theoretical base in order to develop, construct and

implement an efficient and fast B*-tree index data structure.

Furthermore, the structural and functional characteristics and properties of the B*-
tree are based on the B-tree data structure as the B*-tree constitutes an advanced and
specialized structural and functional tree variant of the B-tree. Consequently, the B*-tree has
been developed and constructed in the context of the previous B-tree index implementation.
The B*-tree data structure will be analyzed, evaluated and compared with the B-tree in

terms of efficiency and time performance.
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3.1.2 Bt-tree index structure

Figure 3.1: B*-tree data structure
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The B*-tree index data structure consists of nodes which are basic and initial structural
parts - blocks of the tree. The structural parts, characteristics and properties of each
individual tree node are based on the node type. There are two separate node types,

the intermediate - internal nodes and the leaf nodes.

The B*-tree structure, shown in Fig. 3.1, is formed and structurally organized in levels
that are composed of node sets. The levels set of the structure that are at a height - depth
higher than the last bottom level consists of internal B*-tree nodes. The last level of the
structure consists exclusively and completely of leaf nodes which are all located at the
same last tree level and the leaf nodes set is linked in the form of a Double Linked List
structure. Each path from the root node to any leaf node has the same length - height.
The node that is at the first level of the tree is defined as the root node and is a potential
internal node in case that the first level of the tree is not identical to the last tree level,
in which case the root node is a leaf node. The basic property and characteristic of each
node and level is the height or depth which is defined as the path - set of nodes or levels
from the root node (first - top level) to the bottom last leaf nodes level (B*-tree node
height). Approaching the height property from a different perspective, we can define it as
the total number of transitions to be made between connected nodes of different levels of
the B*-tree in order to move from the root node to some leaf node of the last structure level
(B*-tree height). Another B*-tree characteristic is the branching factor which is basically
the maximum number of the node references (next level linked child nodes) that each node
can contain - store. This structural organization and formation of the B*-tree nodes defines
the property of the structural tree balance. Each leaf node is contained in the last bottom

leaf level of the tree structure. The structural balance is implemented through a set of
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algorithmic techniques of nodes and nodes semi-dynamic array structures reconstruction,
rearrangement and reorganization which are incorporated in all of the basic insertion,
deletion and search - selection functions. Furthermore an algorithmic subset of the basic
B*-tree structure operations is functionally identical to that of the B-tree. Consequently, the
B*-tree is structurally self-balanced as it transforms and modifies its structure depending

on its functionality.

3.1.3 Bt*-tree index node structure

Figure 3.2: B*-tree node structure
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The B*-tree node structure shown in Fig. 3.2 consists of the following structural parts

— blocks and is governed by the listed characteristics and properties:

B*-tree is a multi-valued tree data structure since each node can store multiple data
items - records. The k parameter constitutes the multiple different sets of records that

can be stored in a B*-tree node.

e In this implementation and theoretically each internal node can contain - store

multiple ordered record and node references.
¢ Each leaf node can contain exclusively multiple ordered record references.

e Fach internal node can store at most 2k record and 2k + 1 node references, where
k> 1.
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Each leaf node can store at most 2k record references.

Each node can theoretically store between 1 and 2k record references. Furthermore,

each internal node can store between 1 and 2k 4+ 1 node references.

Each node contains between k and 2k record references except the root node, which

contains between 1 and 2k record references.

In this implementation, each internal node is composed of two semi-dynamic array
data structures that store record and node references. Each node semi-dynamic array
can modify (increase and decrease) its capacity in order to reduce the memory

allocation and usage.

Each internal node contains three variables that specify the node type, the number
of stored array structure references and the maximum capacity of the reference array

structure.

In this implementation, each internal node (except the root node) can store approximately

between k£ and 2k record and between k 4 1 and 2k + 1 node references.

In this implementation, each leat node consists of two semi-dynamic array data
structures that store record and node references and modify (increase and decrease)
its capacity in order to reduce the memory allocation and usage. The array of node

references is completely empty and has not available allocated memory.

Each leaf node contains three variables that specify the node type, the number of
stored array structure references and the maximum capacity of the reference array

structure.

In this implementation, each leaf node contains references of the left and right linked

leaf nodes of this node in the form of a Double Linked List structure.

In this implementation, each leaf node (except the root leaf node) can approximately

store between k and 2k record references.

The default record array capacity of a new internal node is approximately at most k

and the node array capacity is k + 1.

The default record array capacity of a new leaf node is approximately at most k£ and

the node array capacity is 0.

The record array capacity is approximately at most k£ and the node array capacity is

at most k + 1 depending on the size (1 to k) of the stored record references.
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* The record array capacity is approximately at most 2k and the node array capacity

is at most 2k + 1 depending on the size (k + 1 to 2k) of the stored record references.

Figure 3.3: B*-tree node structure and system architecture
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In this implementation, each record block consists of a data field set. This set is composed
of fields - attributes of different data types. Each record has a unique identifier, the primary
key field that separates them from the other records in the RDBMS table to which each
record is stored and belongs. The B*-tree is a clustered - primary index structure as it
stores a record references set based on the records primary key fields. The available valid
primary key field data types of the developed B*-tree structure can be either integer or

string.

The structure, design and architecture of the B*-tree index system is represented in Fig.
3.3. The implemented B*-tree index structure system is based on a main memory (RAM)
system and each record and node data reference is a link to a set of memory components

- blocks that store the data.

3.1.4 BT'-tree nodes number and height approximation

According to the related cited works the parameter A (h > 0) is defined as the theoretical
B*-tree structure height (total B*-tree nodes levels) and can be approximately calculated

by the relations:

n
hmin = lOg(2k+1)(E> (31)

n
h =1+1 — .2
max + Og(k+1)(2k) (3 )
n mn
109(2k+1>(g) <h<1+ lOQ(kH)(ﬁ) (3.3)

Based on relation 3.3, the total theoretical average B*-tree structure height can be

approximately calculated by the relation:

~ (hm'm + hmax)

oy = 21 (3.4)
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Based on the theoretical property that each B*-tree leaf node (except the root leaf node)
can store and contain approximately at least £ and at most 2k record references, the total
theoretical average bottom level leaf nodes set number of the B*-tree structure d;,, can be

approximately approached via the relation:

(3.5)

The parameter s (s > 0) is the increment step - rate of the ¢ parameter.

Each leaf node of the Double Linked List structure except the last list tail leaf node
stores - contains exactly one record reference a copy of which is also stored in an internal
B*-tree node. The record references set that is stored in the internal nodes is also stored
in the leaf nodes set of the B*-tree and it is equal to d;,, — 1 (Equation 3.5). The B*-tree
structure can be theoretically transformed to a B-tree if the bottom last leaf nodes level of
the B*-tree is removed - extracted. That created B-tree structure contains - stores d;, — 1
record references and has theoretical average height that can be approximately calculated
by the relations 3.3 and 3.4. Based on these data and utilizing the B-tree theory the total
and internal B*-tree structure nodes can be calculated via this new created B-tree. In
this way the B*-tree average height, internal - leaf nodes and record references storage

distribution in internal and leaf nodes can be calculated.

3.2 B*-tree index structure basic functional levels

3.2.1 Bt*-tree index structure functions

The structural and functional parts of the B*-tree index were implemented as a base of
the B-tree index structure in the development environment of the B-tree structure using
the same tools. The basic implemented B*-tree algorithmic functions that are analyzed in

the context of this work, are:

74



* Records selection by record primary key field.
* Records selection by multiple record fields.

* Records insertion and deletion based on the record primary key field.

The B*-tree visualization tool in [48] can be used in order to theoretically simulate the

insertion, deletion and selection - search B*-tree functions with sufficient accuracy.

3.2.2 Records selection by primary key fields

Figure 3.4: Records selection by record primary key field
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The overall selection function BplusTreeFastSearchData_ByPrimaryKey() shown in Fig.
3.4 that implements the location and selection of a record in some B*-tree node by the
primary key field of the record is composed of a sub-functions algorithmic set. This sub-
functions set that implements the node and tree scope selection - search is the same as

that of the B-tree index structure.

The node selection sub-function SearchBplusTreeNode_Record_ByPrimaryKey() implements
the location and selection of a record in the B*-tree index structure node or the location
of the next level linked node that the record could be stored based on the primary key
field of the record. The tree scope selection BplusTreeFastSearchData_ByPrimaryKey() and
BplusTreeFastSearch_Tool() utilizes the node search sub-function in order to scan the B*-

tree structure nodes paths from the root node to the leaf nodes level in order to locate
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and select the record with the specific primary key field identifier. Furthermore as the

B-tree, the B*-tree structure SearchBplusTreeNode_Record_ByPrimaryKey() function use

the binary and interpolation search algorithms in order to implement the record location

and selection in the node record references semi-dynamic array structure.

The theoretical average time complexity of the record selection function based on a

primary key field can be calculated by the relations 3.6 and 3.7:

O( log)(logez) (2k)) - (1 + log@ru,+1) (dim — 1)) ),

O( log(2)(2k) - (1 + log(aku,+1) (din — 1)) ),

using binary search

using interpolation search

3.2.3 Records selection by multiple fields

Figure 3.5: Records selection by multiple record fields
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The overall selection function shown in Fig. 3.5 of multiple record references composes

a complete and full scan function of all the B*-tree leaf nodes stored record references

in order to locate and collect - select these records based on the selection conditions set

to gather and store them in a data structure. This selection process is implemented via
the functions BplusTreeSelectRecordData_ASC() and BplusTreeSelectRecordData_ DESC()

by applying a complete iterative scan and selection of the records set that is stored
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and contained in the bottom leaf nodes level set in the form of a Double Linked List
structure. In order to store the selected records set an auxiliary specially designed Double
Linked List data structure is used. This list stores the selected record references in both
ascending or descending order based on the primary key field of each record. Furthermore
to implement the bottom leaf nodes level scan the BplusTreeLocateLeftLeafNode() and
BplusTreeLocateRightLeafNode() sub-functions are used for the transition from the B*-
tree root node to the head or tail node of the list structure that the iterative selection

process is applied.

The selection process can also be implemented as a recursive scan - selection of all the
B*-tree nodes and nodes semi-dynamic array structures stored records (B-tree selection).
Nevertheless this recursive selection is not generally efficient in terms of time and memory
consumption in compare with the iterative scan of the leaf level Double Linked List nodes
as must be scanned more nodes and records and there is an additional time and memory

consummation of the recursion stack.

In both selection methods the theoretical average time complexity of the selection function

can be approached as O(n).

3.2.4 Records insertion based on primary key fields

The insertion function in Alg. 13 consists of multiple recursively linked sub-functions
listed in Alg. 14 and 15. Each individual sub-function implements a discrete functional part
of the overall insertion process. The insertion sub-functions use the split node algorithm

as a basic B*-tree index structure balancing technique.

The record insertion - storage function implementation is based on the node split
algorithmic method. This algorithm is used to store the record in a B*-tree leat node
and re-balance - reconstruct the tree nodes that the insertion process affected in order to
recover the structural balance. The node split algorithm is applied on the internal and
leaf nodes sets of the tree in order to implement the reconstruction, rearrangement and
re-balancing of the B*-tree index on a macroscopic level. There are two different node split
algorithms which are applied on the tree nodes depending on the node type (internal or

leaf node). The internal node-block splitting and the node semi-dynamic array structures
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reconstruction and rearrangement of the stored record - node references sets is completely
identical to the B-tree node split algorithm. The leaf node-block splitting algorithm (shown
in Fig. 3.8 — 3.11) is based on the property - technique of storing and maintaining all the
records at the last - bottom leaf nodes level of the B*-tree structure and differs from the
basic internal node B*-tree node splitting technique. The main difference of the leaf node
split related to the internal node split is that the middle stored record of the record semi-
dynamic array structure of the splitting node is kept stored in the left node part (sub-node)
after the node split and the right half records set transferred from the initial node to the

new right node part (sub-node).

The sub-function in Alg. 14 implements the root node split process and the reconstruction
and rearrangement of the record and node references semi-dynamic array structures. The
node (root node) splits (shown in Fig. 3.16and 3.15) into two distinct structural parts -
sub-nodes and the right half stored record and node references of the node semi-dynamic
array structures transferred to the new node. The middle record reference that is stored in
the initial node (root node) array structure transferred and stored in the record reference
semi-dynamic array structure of the upper level linked node (parent node). In this case
that the splitting node is the root a new root node is created in order to be transferred the
middle record reference. The insertion sub-functions in Alg. 14 and 15 use the split node
algorithm to reconstruct, rearrange and organize the B*-tree nodes set structure in order

to restore the structural balance.

The sub-function in Alg. 15 implements the insertion and storage of a record reference
in a leaf node. The record reference is stored to the leaf node if the leaf node record
references semi-dynamic array structure has available allocated memory - capacity to store
the inserted record (shown in Fig. 3.6 — 3.12). If the record semi-dynamic array structure
of the leaf node has not available memory - capacity to store the record reference the leaf
node splits and a reconstruction and rearrangement process is caused (shown in Fig. 3.8
— Fig. 3.14). This process is repeated recursively up to the root node (Fig. 3.15) in order

to structurally re-balance and stabilize the B*-tree structure.
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Fig. 3.6 and 3.7 analyze and describe the record reference insertion in a leaf node record

semi-dynamic array structure with available allocated storage memory - capacity:

Figure 3.6: Record reference insertion process in a leaf node with available record semi-dynamic array
structure capacity - part 1
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Figure 3.7: Record reference insertion process in a leaf node with available record semi-dynamic array
structure capacity - part 2
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Fig. 3.8 — 3.11 analyze and describe the record reference insertion in a leaf node record
semi-dynamic array structure without available allocated storage memory - capacity and

the leaf node split process:

Figure 3.8: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 1
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Figure 3.9: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 2
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Figure 3.10: Record reference insertion proce
structure capacity and node split - part 3

ss in a leaf node without available record semi-dynamic array
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Figure 3.11: Record reference insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split - part 4
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The implemented B*-tree insertion functions in Alg. 13 — 15 are based on the node and
node semi-dynamic array structures split, reconstruction and rearrangement algorithmic

methods:
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¢ Case 1 - record reference insertion in a leaf node record semi-dynamic array structure

with available allocated storage memory - capacity (Fig. 3.12):

Figure 3.12: Record reference 11 insertion process in a leaf node with available record semi-dynamic array
structure capacity
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e Case 2 - record reference insertion in a leaf node record array without available
allocated storage memory - capacity (leaf node split process) and the linked upper

level node (parent node) has available capacity (Fig. 3.13):

Figure 3.13: Record reference 12 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has available capacity
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¢ Case 3 - record reference insertion in a leaf node record semi-dynamic array structure
without available allocated storage memory - capacity (leaf node split process) and
the linked upper level node (parent node) has not available capacity (linked upper
level node split) (Fig. 3.14):

Figure 3.14: Record reference 14 insertion process in a leaf node without available record semi-dynamic array
structure capacity and node split. The upper level linked node (parent node) record references semi-dynamic
array structure has not available capacity (parent node node split process)
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e Case 4 - root node split process (root is internal node) (Fig. 3.15):

Figure 3.15: Record reference 7 insertion process in a leaf node without available record semi-dynamic array
structure capacity. The parent node has also not available capacity (parent node split). In case that all of the
upper levels linked nodes has not available storage capacity - memory the split process is being implemented
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e Case 5 - root node split process (root is leaf node) (Fig. 3.16):

Figure 3.16: Record reference 7 insertion process in the leaf root node without available record semi-dynamic
array structure capacity
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Algorithm 13: BplusTreelnsertData function

Returned item: Insertion process status
BplusTreelnsertData(
B*-tree structure item,
Record reference - data to be inserted

)

if B*-tree data structure is empty then

Root node construction - creation.
Record reference insertion - storage in the root node.

Return successful insertion status.
end

BplusTreelnsertNode RootBreakTool()
if BTreelnsertNode_RootBreakTool () is unsuccessful then

Return unsuccessful insertion status.
end

Return successful insertion status.

Algorithm 14: BplusTreelnsertNode_RootBreakTool function

Returned item: Insertion process status
BplusTreelnsertNode RootBreakTool(
B*-tree structure item,
Record reference - data to be inserted,
Node record references semi-dynamic array structure capacity - size

)
BplusTreelnsertNode Tool()

if Record reference has already been stored - inserted in the B*-tree structure (duplicate
stored record reference) then

‘ Return unsuccessful insertion status.
end
if Current node is the root node and a node break - split process was performed then

Left sub-node creation.

Reconstruction - rearrangement of the root, left and right nodes set

record and node references semi-dynamic array structures that the split process
was implemented depending on the node type (leaf - internal node split).

end

Return successful insertion status.
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Algorithm 15: BplusTreelnsertNode_Tool function

Returned item: Node split process - right sub-node item
BplusTreelnsertNode Tool(
Current node item,
Record reference - data to be inserted,
Node split process - record references semi-dynamic array structure middle record,
Node record references semi-dynamic array structure capacity - size,
Duplication identifier of the inserted record reference

)
SearchBplusTreeNode Record ByPrimaryKey()

if Record reference duplication then

Duplication identifier status update - unsuccessful insertion process.
Storage obstruction - deallocation of the duplicate record reference.

Return null node item.
end

if Current node is a leaf node then
Record reference insertion - storage in the current leaf node

if Current leaf node record references semi-dynamic array structure has not available
storage capacity then

Current leaf node split (right sub-node creation) and node semi-dynamic
array structures reconstruction - rearrangement.

Return right sub-node item.
end

Return null node item.
end

BplusTreelnsertNode Tool()
if Next level linked node split process was implemented then

Storage - insertion of the next level linked node (split node) middle record
reference in the current node.

Reconstruction - rearrangement of the current node references

and record references semi-dynamic array structures.

else
Return null node item.
end

if Current internal node record references semi-dynamic array structure has not available
storage capacity then

Current internal node split (right sub-node creation) and node semi-dynamic
array structures reconstruction - rearrangement.

Return right sub-node item.
end

Return null node item.
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The total average algorithmic operations - steps of the insertion function can be approximately
be approached based on the average B*-tree structure height. Consequently, the theoretical
average time complexity of the insertion function in Alg. 13 — 15 can be approximately

calculated by the relation 3.8:

O( 1+ log(gkuk+1)(dln — 1) ) (38)
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3.2.5 Records deletion based on primary key fields

The B*-tree index structure record reference deletion function and the deletion of the
record that is stored in the RDBMS relational table to which the B*-tree index structure is
linked consists of multiple sub-functions (functional levels). These recursively functionally

connected sub-function (functional levels) implement a part of the overall deletion process.

Alg. 16 implements the record reference location and deletion in the root node in the
case that the root node is leaf and the leaf root node has not lower level linked child
nodes. Furthermore implements the record reference location and deletion and the nodes
- nodes semi-dynamic array structures reconstruction and rearrangement (re-balancing)
utilizing Alg. 17 in case that the the B*-tree is composed of multiple leaf and internal node
structural parts. Alg. 17 implements the location and removal of the record reference to be
deleted that is stored in the B*-tree index structure and the physical record data deletion
of the table that the B*-tree index structure is linked. Furthermore implements the B*-tree
nodes and nodes internal semi-dynamic array structures reconstruction - rearrangement in
order to re-balance the tree index. This reconstruction can be achieved using Alg. 18 and
19. Alg. 17 constitutes the basic deletion method as it functionally links all the individual
functional parts of the overall deletion process. The deletion process is separated in multiple
functional parts. The leaf node record reference deletion and the reconstruction of the leaf
and internal nodes set that were affected by the deletion, to re-balance the index. Alg. 18
deletes - removes the record reference that is stored in a leaf node and implements the
leaf and upper level linked nodes set reconstruction that are structurally affected from the
deletion process. It therefore restores the structural balance of the B*-tree index structure
at the bottom leaf nodes level in the case that the tree can be directly re-balanced at the leaf
level. In the case that the B*-tree index structure can not be re-balanced at the bottom leaf
nodes level, Alg. 19 is used to reconstruct the internal nodes set on some upper internal
nodes level in order to structurally reconstruct and re-balance the tree. These functions
in Alg. 18 and 19 use a sub-functions set to implement the B*-tree nodes reconstruction

and re-balancing:
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e The sub-function BplusTree_ReplaceRecord() implements the deletion in a leaf node
that contains multiple record references. The sub-function BplusTree_ReplaceRecord()

implements the structural re-balancing of the B*-tree on the bottom leaf nodes level.

Figure 3.17: Deletion of the record 6 in a leaf node that contains multiple record references - case 1
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Figure 3.18: Deletion of the record 7 in a leaf node that contains multiple record references - case 2
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Figure 3.19: Deletion of the record 9 in a leaf node that contains multiple record references - case 3
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e The sub-functions BplusTree_RebalanceLeftNode() and BplusTree_RebalanceRightNode()
implement the deletion in a leaf node that contains a single record reference, the upper
level linked node (parent node) contains a single record reference and the left - right
side node contains multiple record references. These sub-functions implement the

structural re-balancing of the B*-tree on the bottom leaf nodes level.

Figure 3.20: Deletion of the record 5 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains a single record reference and the left - right side node contains multiple
record references - case 1
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Figure 3.21: Deletion of the record 7 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains a single record reference and the left - right side node contains multiple
record references - case 2
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e The BplusTree_ReplaceRecord_Right_to_Left() and BplusTree_ReplaceRecord_Left_to_Right()
implement the deletion in a leaf node that contains a single record reference, the
upper level linked node (parent node) contains multiple record references and the
left - right side node contains multiple record references or a single record reference.
These sub-functions implement the structural re-balancing of the B*-tree on the

bottom leaf nodes level.
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Figure 3.22: Deletion of the record 6 in a leaf node that contains a single record reference, the upper level

linked node (parent node) contains multiple record references and the left - right side node contains a single
record reference - case 1
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Figure 3.23: Deletion of the record 8 in a leaf node that contains a single record reference, the upper level

linked node (parent node) contains multiple record references and the left - right side node contains a single
record reference - case 2
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Figure 3.24: Deletion of the record 8 in a leaf node that contains a single record reference, the upper level
linked node (parent node) contains multiple record references and the left - right side node contains multiple
record references - case 1
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Figure 3.25: Deletion of the record 9 in a leaf node that contains a single record reference, the upper level

linked node (parent node) contains multiple record references and the left - right side node contains multiple
record references - case 2
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e The sub-functions BplusTree_MergeLeftNode() and BplusTree_MergeRightNode()
implement the deletion in a leat node that contains a single record reference and
the upper level linked (parent node) and the left - right side node contain a single
record reference. These sub-functions implement the record reference deletion in the
leaf node and the nodes reconstruction on the bottom leaf nodes level in order to
structurally re-balance the B*-tree. In this case that the structural B*-tree balance
cannot be restored - recovered on the leaf nodes level a nodes re-balancing and
reconstruction recursive process is being implemented to the upper nodes levels.

If this problematic nodes structural balancing case is caused up to the root node the
sub-functions BplusTree_MergeLeftNodeRecursive() and the

BplusTree_MergeRightNodeRecursive() are used recursively to fix this problem from
the leaf to the root node level. The structural balance finally restored - recovered on
the root node level. These functions implement the same reconstruction process with

those functions of the B-tree structure.

Figure 3.26: Deletion of the record 5 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference - case 1
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Figure 3.27: Deletion of the record 6 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference - case 2
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¢ The sub-functions BplusTree_MergeLeftNode() and BplusTree_MergeRightNode() implement

the deletion in a leaf node that contains a single record reference and the upper level

linked (parent node) and the left - right side node contain a single record reference.
Furthermore the sub-functions BplusTree_ReplaceLeftNodeRecursive()

and BplusTree_ReplaceRightNodeRecursive() implement the B*-tree nodes re-balancing

- reconstruction on an internal nodes level in the case that the upper level linked
(parent node) of the previous level reconstructed nodes set has a single record
reference and the left - right side node contains multiple record references. These
functions implement the same reconstruction process with those functions of the

B-tree structure.
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Figure 3.28: Deletion of the record 5 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B*-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has a single record reference and the left
- right side node contains multiple record references - case 1
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Figure 3.29: Deletion of the record 6 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B*-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has a single record reference and the left
- right side node contains multiple record references - case 2
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¢ The sub-functions BplusTree_MergeLeftNode() and BplusTree_MergeRightNode() implement

the deletion in a leaf node that contain a single record reference and the upper level

linked (parent node) and the left - right side node contains a single record reference.
Furthermore the sub-functions BplusTree_ReplaceSingleLeftNodeRecursive() and
BplusTree_ReplaceSingleRightNodeRecursive() implement the B*-tree nodes re-balancing

- reconstruction on an internal nodes level in the case that the upper level linked
(parent node) of the previous level reconstructed nodes set has multiple record
references and the left - right side node contains a single record reference. These
functions implement the same reconstruction process with those functions of the

B-tree structure.

Figure 3.30: Deletion of the record 5 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains a single record reference - case 1
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Figure 3.31: Deletion of the record 6 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains a single record reference - case 2
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¢ The sub-functions BplusTree_MergeLeftNode() and BplusTree_MergeRightNode() implement
the deletion in a leaf node that contains a single record reference and the upper level
linked (parent node) and the left - right side node contain a single record reference.
Furthermore the sub-functions BplusTree_ReplaceMultipleLeftNodeRecursive() and
BplusTree_ReplaceMultipleRightNodeRecursive() implement the B*-tree nodes re-
balancing - reconstruction on an internal nodes level in the case that the upper
level linked (parent node) of the previous level reconstructed nodes set has multiple
record references and the left - right side node contains multiple record references.
These functions implement the same reconstruction process with those functions of

the B-tree structure.
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Figure 3.32: Deletion of the record 5 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B*-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains multiple record references - case 1
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Figure 3.33: Deletion of the record 6 in a leaf node that contains a single record reference and the upper
level linked (parent node) and the left - right side node contain a single record reference. Implementation
of the B*-tree nodes re-balancing - reconstruction on an internal nodes level in the case that the upper level
linked (parent node) of the previous level reconstructed nodes set has multiple record references and the
left - right side node contains multiple record references - case 2
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The record references set of a B*-tree index structure is stored in the leaf nodes and a
subset of them is stored in both leaf and internal nodes. Therefore the deletion of a stored
record is implemented at the bottom leaf nodes level and at the upper levels in case that
the balance can not be restored at the leaf level using Alg. 18 and 19 as all the record
references are stored in the last tree structure level. In case that the record to be deleted is

stored in both leaf and internal node is also removed from the internal node.

Algorithm 16: BplusTreeDeleteData function

Returned item: Deletion process status
BplusTreeDeleteData(
B*-tree structure item,
Primary key field of the record to be deleted,
Item to store the removed record reference

)

if B*-tree data structure is empty then
Deletion cannot be implemented.

Return unsuccessful deletion status.
end

if Root node is a leaf node then
SearchBplusTreeNode Record ByPrimaryKey()

if Record reference to be deleted is located in the current root leaf node then

if Root node contains a single record reference then

Remove the stored record reference from the current node.
Deletion of the current root node.

Return successful deletion status.
end

BplusTree ReplaceRecord()

Return successful deletion status.
end

Return unsuccessful deletion status.
end

BplusTreeDeleteNode()

if Record reference to be deleted is not stored in the B*-tree structure then
Deletion cannot be implemented.

Return unsuccessful deletion status.
end

Return successful deletion status.
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Algorithm 17: BplusTreeDeleteNode function

Returned item: B*-tree node item
BplusTreeDeleteNode(
Next level node item,
Primary key field of the record to be deleted,
Item to store the removed record reference,
Internal node storage position of the record to be deleted,
Maximum record - node semi-dynamic array structures capacity of each node,
Flag to specify if the balancing process has been activated to an internal node,
Flag to specity if the internal node record deletion procedure has been activated,
Flag to specity if the record to be deleted exists in the structure

)
SearchBplusTreeNode Record ByPrimaryKey()

if The record reference to be deleted is located at the current internal node then

Storage of the internal node and the semi-dynamic array structure
that the record to be deleted is stored in the B*-tree.

Activation of the internal node deletion process.
end

if Next level node is an internal node then
BplusTreeDeleteNode()

if The structural balance recovery - restoration cannot be implemented on the previous
level. The upper level node re-balancing and reconstruction process has been activated
then

BplusTreeDelete_NonLeafNode()
end

Return Current node item.

end
BplusTreeDelete_LeafNode()

Return Current node item.
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Algorithm 18: BplusTreeDelete_LeafNode function

Returned item: Void item
BplusTreeDelete LeafNode(
Upper level - parent node item,
Primary key field of the record to be deleted,
Item to store the removed record reference,
Position of the stored record reference to be deleted in the next level leaf node,
Internal node storage position of the record to be deleted,
Maximum record - node semi-dynamic array structures capacity of each node,
Flags to specify the internal node balancing and record deletion processes and the
record to be deleted existence in the structure

)
SearchBplusTreeNode Record ByPrimaryKey()
if The record reference to be deleted is located at the current leaf node then

if The current leaf node contains multiple record references then
BplusTree ReplaceRecord()
Return void item.

end

if The current upper level - parent node and each of the leaf and left - right side nodes
contain a single record reference then

BplusTree_MergeRightNode() or BplusTree MergeLeftNode()

Remove the record reference from the internal node that is stored and
reconstructs the node if the record is also stored in an internal node.
Activation of the structural nodes re-balancing process to the upper level.
Return void item.

end

if The current upper level - parent node and the leaf node contain a single record
reference and the left - right side node contains multiple record references then
BplusTree RebalanceRightNode() or BplusTree RebalanceLeftNode()
Remove the record reference from the internal node that is stored and
reconstructs the node if the record is also stored in an internal node.
Return void item.
end

if The current upper level - parent node contains multiple record references, the leaf
node contains a single record reference and the left - right side node contains multiple
record references or a single record reference then
BplusTree ReplaceRecord Left to Right() or
BplusTree ReplaceRecord Right to Left()
Remove the record reference from the internal node that is stored and
reconstructs the node if the record is also stored in an internal node.
Return void item.
end

end

Return void item.
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Algorithm 19: BplusTreeDelete_NonLeafNode function

Returned item: Void item
BplusTreeDelete NonLeafNode(
Current upper level node item,
Position of the next level linked node in the node references semi-dynamic array
structure that the nodes reconstruction - re-balancing process was implemented,
Maximum record - node semi-dynamic array structures capacity of each node,
Flag to specify the internal node balancing process

)

if The current upper level - parent node contains a single record reference and the next
level left - right side node of the previous reconstructed node contains a single record
reference then

BplusTree MergelLeftNodeRecursive() or
BplusTree_MergeRightNodeRecursive()
Activation of the structural nodes re-balancing process to the upper level.
Return void item.

end

if The current upper level - parent node contains a single record reference and the next
level left - right side node of the previous reconstructed node contains multiple record
references then

BplusTree ReplaceLeftNodeRecursive() or
BplusTree ReplaceRightNodeRecursive()
Return void item.

end

if The current upper level - parent node contains multiple record references and the next
level left - right side node of the previous reconstructed node contains a single record
reference then
BplusTree ReplaceSingleLeftNodeRecursive() or
BplusTree ReplaceSingleRightNodeRecursive()
Return void item.
end

if The current upper level - parent node contains multiple record references and the next
level left - right side node of the previous reconstructed node contains multiple record
references then
BplusTree ReplaceMultipleLeftNodeRecursive() or
BplusTree ReplaceMultipleRightNodeRecursive()
Return void item.
end
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The total average algorithmic operations - steps of the deletion function can be approximately
be approached based on the average B*-tree structure height. Consequently, the theoretical
average time complexity of the deletion function in Alg. 16 — 19 can be approximately

calculated by the relation 3.9:

O( 1+ log(gkuk+1)(dln — 1) ) (39)
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Chapter 4

B-Hash and B*-Hash Map index structures

4.1 B-Hash and B"-Hash Map indexes structural properties and characteristics

The implemented B-Hash and B*-Hash Map index data structures compose the RDBMS
file system in-memory and on-disk sub-systems tree hash structures simulation that are
designed for indexing of relational database tables. Furthermore the developed B-Hash
and B'-Hash Map index structures are based on the existing RDBMSs on disk and in
memory file systems indexing structures architecture and functionality, the fundamental
hashing theory in [40] [10] [12] [49] [50] [51] [52] [53] [13] and on the implemented

B-tree and B*-tree index structures.

The implemented B-Hash - B*-Hash Map index structure consists of a dynamic array
data structure that each individual array node contains a B-tree - B*-tree index structure
that is linked to a RDBMS table and stores a record references subset of that table. The B-
tree and B*-tree structures set of the B-Hash Map - B*-Hash index stores the total record
references of the relational database table to which the tree hash map index structure
is connected. Consequently the implemented B-Hash - B*-Hash Map index constitutes a
classic hash map index structure of B-tree - B*-tree index structures that store all the record
references of the relational table records . Furthermore the hash index is functionally and
structurally developed, implemented and designed as a RAM - main memory system index

structure and not as a disk (non volatile) based memory system indexing structure.

Fig. 4.1 and 4.2 represent the B-Hash and B*-Hash Map index structures architecture

and structural design.
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Figure 4.1: B-Hash Map index structure architecture
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Figure 4.2: B*-Hash Map index structure architecture
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4.2 B-Hash and B*-Hash Map index structures basic functional levels

The basic implemented indexing B-Hash - B*-Hash Map structure functions that are
analyzed and developed in this work are the record references insertion, deletion and
selection functions. The algorithmic functions, analyzed and developed in the context of

the implemented B-Hash and B*-Hash Map index structures, are:

* Records selection by record primary key field.
* Records selection by multiple record fields.

¢ Records insertion and deletion based on the record primary key field.

The B-Hash and B*-Hash Map index structures are implemented to store the record
references with primary keys of string and integer type. The functions of the B-Hash and
B*-Hash Map index structures that store record references with records string primary key
fields utilize the Bernstein’s DJB2 string hash function in order to create a hash code for
each record primary key that will be stored in the tree hash indexes. The DJB2 string hash
function is a quite efficient and effective string hash function that decreases and stabilize
the B-Hash and B*-Hash Map index structures functions collision. However, it is possible
to be used any string hash function (which is suitable for this use) instead of the default
DJB2 function for each case that requires special functionality and design. Furthermore
the B-Hash and B*-Hash Map index structures that are structurally and functionally based
on the integer type primary key use the simple hash function that creates a numeric hash
code from the division modulo of the integer record primary key and the hash map array

structures nodes set (set of B-tree - B*-tree index structures).

109



4.2.1 Records insertion based on primary key fields

The functions in Alg. 20 and 21 implement the record insertion - storage in the B-Hash

and B*-Hash Map index structures based on the primary key hash functions and using the

B-tree and B*-tree index structures insertion sub-functions in Alg. 6 and 13. Fig. 4.3 and

4.4 represent the B-Hash and B*-Hash Map index structures insertion functions operation.
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Figure 4.4: B*-Hash Map index structure record insertion function
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Algorithm 20: BHashMaplnsertData function

Returned item: Insertion process status
BHashMaplInsertData(
B-Hash Map index structure item,
Record reference - data to be inserted,
Hash code of the record primary key
)

if B-Hash Map index structure is not constructed and is uninitialized then
‘ Return unsuccessful insertion status.

end

BTreelnsertData()

if B-tree insertion was completed successfully then

‘ Return successful insertion status.
end

Return unsuccessful insertion status.

Algorithm 21: BplusHashMaplnsertData function

Returned item: Insertion process status
BplusHashMapInsertData(
B*-Hash Map index structure item,
Record reference - data to be inserted,
Hash code of the record primary key
)

if B*-Hash Map index structure is not constructed and is uninitialized then
‘ Return unsuccessful insertion status.

end

BplusTreelnsertData()

if B*-tree insertion was completed successfully then
‘ Return successful insertion status.

end

Return unsuccessful insertion status.
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4.2.2 Records deletion based on primary key fields

Alg. 22 and 23 implement the record deletion - removal from the B-Hash and B*-Hash
Map index structures based on the primary key hash functions and using the B-tree and
B*-tree index structures deletion sub-functions in Alg. 9 and 16. Fig. 4.5 and 4.6 represent

the B-Hash and B*-Hash Map index structures deletion functions operation.

Figure 4.5: B-Hash Map index structure record deletion function
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Algorithm 22: BHashMapDeleteData function

Returned item: Deletion process status
BHashMapDeleteData(
B-Hash Map index structure item,
Record reference - data primary key to be deleted,
Hash code of the record primary key,
Deleted - removed record )

if B-Hash Map index structure is not constructed and is uninitialized then

‘ Return unsuccessful deletion status.
end
if B-Hash Map is empty or B-Hash Map B-tree index structure that the deletion will be
implemented has not stored records then
‘ Return unsuccessful deletion status.
end
BTreeDeleteDatal()
if B-tree deletion was completed successfully then
Return successful deletion status.
end

Return unsuccessful deletion status.

Algorithm 23: BplusHashMapDeleteData function

Returned item: Deletion process status
BplusHashMapDeleteData(
B*-Hash Map index structure item,
Record reference - data primary key to be deleted,
Hash code of the record primary key,
Deleted - removed record

)

if B*-Hash Map index structure is not constructed and is uninitialized then
‘ Return unsuccessful deletion status.

end

if B*-Hash Map is empty or B*-Hash Map B*-tree index structure that the deletion will
be implemented has not stored records then
‘ Return unsuccessful deletion status.

end

BplusTreeDeleteData()

if B*-tree deletion was completed successfully then

Return successful deletion status.
end

Return unsuccessful deletion status.
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4.2.3 Records selection by the records primary key fields

Alg. 24 and 25 implement the record location - selection in the B-Hash and B*-Hash
Map index structures based on the primary key hash functions and using the B-tree
and B*-tree index structures record references selection by records primary key fields
sub-functions. Fig. 4.7 and 4.8 represent the B-Hash and B*-Hash Map index structures

selection functions operation.

Figure 4.7: B-Hash Map index structure record selection function by primary key
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Figure 4.8: B*-Hash Map index structure record selection function by primary key
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Algorithm 24: BHashMapSelectData_ByPrimaryKey function

Returned item: Selected record
BHashMapSelectData ByPrimaryKey/(
B-Hash Map index structure item,
Record reference - data primary key to be selected,
Hash code of the record primary key
)

if B-Hash Map index structure is not constructed and is uninitialized then

‘ Return null record item.

end

if B-Hash Map is empty or B-Hash Map B-tree index structure that the selection will be
implemented has not stored records then
‘ Return null record item.

end

BTreeFastSearchData ByPrimaryKey()

if B-tree selection was completed successfully then
Return selected record.

end

Return null record item.

Algorithm 25: BplusHashMapSelectData_ByPrimaryKey function

Returned item: Selected record
BplusHashMapSelectData_ ByPrimaryKey/(
B*-Hash Map index structure item,

Record reference - data primary key to be selected,
Hash code of the record primary key
)

if B*-Hash Map index structure is not constructed and is uninitialized then
‘ Return null record item.

end

if B*-Hash Map is empty or B*-Hash Map B*-tree index structure that the selection will
be implemented has not stored records then
‘ Return null record item.

end

BplusTreeFastSearchData ByPrimaryKey()

if B*-tree selection was completed successfully then

Return selected record.
end

Return null record item.
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4.2.4 Records selection by multiple records fields (selection conditions)

Alg. 26 and 27 implement the record references set location - selection in the B-Hash
and B*-Hash Map index structures based on a selection constraints - conditions set using
the B-tree and B*-tree index structures selection sub-functions. Fig. 4.9 and 4.10 represent

the B-Hash and B*-Hash Map index structures full scan - selection functions operation.

Figure 4.9: B-Hash Map index structure records selection function by a selection constraints set
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Figure 4.10: B*-Hash Map index structure records selection function by a selection constraints set
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Algorithm 26: BHashMapSelectData function

Returned item: Selection process status
BHashMapSelectData(
B-Hash Map index structure item,
Double Linked List structure to store the selected records,
Selection constraint,
Selection method
)

if B-Hash Map index structure is not constructed and is uninitialized then
‘ Return unsuccessful selection status.

end

if B-Hash Map is empty then
‘ Return unsuccessful selection status.

end

Iterative scan - records selection of all B-Hash Map dynamic array structure
B-tree index structures based on the selection constraint.

BTreeSelectRecordData ASC() or BTreeSelectRecordData DESC

based on the selection method for each B-tree index structure selection process.

if Double Linked List structure that stores the selected records is not empty then
Return successful selection status.
end

Return unsuccessful selection status.
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Algorithm 27: BplusHashMapSelectData function

Returned item: Selection process status
BplusHashMapSelectData(
B*-Hash Map index structure item,
Double Linked List structure to store the selected records,
Selection constraint,
Selection method
)

if B*-Hash Map index structure is not constructed and is uninitialized then
‘ Return unsuccessful selection status.

end

if B*-Hash Map is empty then
‘ Return unsuccessful selection status.

end

Iterative scan - records selection of all B*-Hash Map dynamic array structure
B*-tree index structures based on the selection constraint.

BplusTreeSelectRecordData_ASC() or BplusTreeSelectRecordData DESC
based on the selection method for each B*-tree index structure selection process.

if Double Linked List structure that stores the selected records is not empty then
Return successful selection status.
end

Return unsuccessful selection status.

Each B-tree - B*-tree index structure record reference insertion, deletion and selection
function requires the load - transfer of the index structure nodes, stored record references
and records data from the secondary storage disk system to the main memory system
for processing applying a set of selection, insertion and deletion transactions on the disk.
These read - write and delete disk operations are not efficient and are quite time consuming
especially when a large B-tree - B'-tree index structure part or the whole structure must
be located and transferred from the disk memory system to the main memory in order to
be implemented a set of transactions - table management functions. The B-Hash and B*-
Hash Map hybrid index tree hash structures use the basic hash map structure properties
combined with the B-tree and B*-tree index structures to reduce the disk access operations
and increase the insertion, deletion and selection functions efficiency in terms of time
performance and memory management (usage). This can be implemented through the
records references and data storage - distribution in a set of B-tree - B*-tree index structures
of the hash index based on the records primary key hash codes that are created by the hash
functions for each table record. Consequently each B-Hash and B*-Hash Map insertion,

deletion and selection function requires a quite smaller index structure (nodes and stored
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references) and data part location and transfer from the disk to main memory structures
of the RDBMS in memory file system in compare with the B-tree - B*-tree indexes. Thus
avoiding the main memory - RAM overload and the memory leak and corruption that
can be destructive for the data storage and maintenance. Therefore the B-Hash and B*-
Hash Map index structures are more functionally efficient on disk-based and in-memory file
systems related to the B-tree - B*-tree index structures due to the more efficient distribution
of the stored record references sets in the B-tree and B*-tree index structures of the B-
Hash and B*-Hash Map indexes. This reduces the real completion time of the B-Hash
and B*-Hash Map index structures insertion, deletion, update and selection operations
even though these structures functions have approximately quite similar (depending on
the set of B-Hash and B*-Hash Map B-tree and B*-tree index structures) theoretical time

complexity related to the B-tree and B*-tree index structures.

Considering that the B-Hash - B*-Hash Map index structure contains n stored records
and the hash map dynamic array structure consists of b individual B-tree - B*-tree index
structure nodes. Then each hash map dynamic array structure node B-tree - B*-tree index
structure contains n, = 7 stored record references. This is the perfect records storage
distribution in the B-tree - B*-tree index structure node of the B-Hash - B*-Hash Map
index dynamic array structure. The records storage distribution is mainly based on the hash
function that creates the hash codes for each record primary key (collision stabilization -
balance) and on the record primary key type that is stored in the hash map structure array
nodes. Therefore the perfect hashing - storage distribution is a structural state that can
be approached in order to have the best possible B-Hash - B*-Hash Map index structure
functionality. There is a large set of hash functions with different properties and functional

effectiveness that are suitable in different problems.

The B-Hash and B*-Hash Map index structures insertion, deletion and selection functions
theoretical best case (record references set perfect storage distribution in the B-Hash - B*-

Hash Map B-tree and B*-tree index structures) average time complexity is approximately:

n

O logru+1(3) ) (4.1
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Chapter 5

Computational study

5.1 Development environment

The B-tree, B*-tree, B-Hash and B*-Hash Map index structures and functions were
developed and implemented in C programming language utilizing the CLion and Visual
Studio IDEs. Furthermore a set of integration and unit tests is provided and applied to
the index structures functions for the structures functionality test coverage and quality
assurance combining them with the Valgrind Memcheck and Massif tools for inefficient
and problematic memory usage - management detection.

The software packages of the developed and implemented B-tree, B*-tree, B-Hash Map
and B*-Hash Map index structures and a set of quality assurance unit, integration tests

and testing tools are provided completely documented on GitHub.

5.2 Computational process

The computational study was performed as an analysis, evaluation and comparison of
the B-tree, B*-tree, B-Hash and B*-Hash Map index structures insertion, deletion and
selection functions time performance through a set of computational experiments. The

computational experiments were applied on constructed and real data.

Furthermore, the computational study has been performed on a 32-core Intel Xeon CPU
E5-2630 v3 2.40GHz with 128 GB of main memory, a clock of 3.2 GHz, an L1 code cache
of 32 KB per core, an L1 data cache of 32 KB per core, an L2 cache of 256 KB per core,
an L3 cache of 20 MB and a memory bandwidth of 41.6 GB/s, running under Ubuntu
16.04.6 LTS.
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5.21 Computational process on synthetic data

This computational process was conducted as an average time performance approximation
of the B-tree, B*-tree, B-Hash and B*-Hash Map index structures insertion, deletion and

selection functions execution time in a set of synthetic data.

Each individual synthetic dataset is an RDBMS table stored record that is structurally
composed of a record primary key field and an auxiliary record field of integer type. The
set of these 100,000 records is stored in a dynamic array structure in an ascending sorted
arraignment - order based on the record primary key field. Then a random reordering -
rearrangement process of this input data set was repeatedly performed 100 times. Specifically
each record that is stored in the dynamic array structure switches position with a randomly
selected record that is stored in the array structure. This procedure was repeated 100 times
for the whole stored records set rearrangement in order to randomly be constructed the

set of 100,000 records.

This 100,000 records set references are stored in the B-tree, B*-tree, B-Hash and B*-
Hash Map index structures that are linked to the RDBMS relational table that contains
these records utilizing the record insertion function of each individual index structure.
Then, the record references set insertion process time is measured and stored. In addition,
the B-tree and B*-tree index structures internal and leaf nodes, the record references that
are stored in the leaf and internal nodes of the index structures and the structures height
are measured and stored. The average nodes, nodes stored record references and height of
the B-Hash and B*-Hash Map B-tree and B*-tree index structures are measured. After the
insertion process completion, the record references set is selected from the B-tree, B -tree,
B-Hash and B*-Hash Map index structures based on the primary key field of each record
using the selection function and the total selection process time is measured and stored.
As all the record references are stored in the B-tree, B*-tree, B-Hash and B*-Hash Map
index structures, the complete - full scan and selection process of all the stored record
references of the index structures is preformed based on the auxiliary record field that is
the same for all the records. The full selection process time is also measured and stored.
Finally, a rearrangement - reconstruction process of the dynamic array structure records
set is implemented. Then, the deletion of all record references and records that had been
inserted in the structures was performed and the completion time of the overall deletion

operation was measured and stored.
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This computational process was repeated 10,000 times for each node capacity of the
B-tree, B*-tree, B-Hash and B*-Hash Map index structures in a capacity range from 11 to
501 stored record references with an increment factor of 10. For each node capacity, the
average of 10,000 measurements taken for each operation was calculated. The B-Hash and
B*-Hash Map index structures are composed of 10 B-tree and B*-tree index structures. In

addition, the total average execution time of each individual function was calculated.

The above set of computational - measurement experiments was implemented separately
for the B-tree, B*-tree, B-Hash and B*-Hash Map index structures in discrete computational
experiments. Each computation was implemented using both the records sets with records
that contain primary key fields of integer and string type. The structures that are functionally
and structurally based on an record integer primary key field use the interpolation search
algorithm for the nodes stored records location. The structures that are based on a record
string primary key field use the binary search algorithm for the nodes stored records

location.
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average execution time (sec)

Computational study results of insertion and deletion functional processes

average time performance

Fig. 5.1 represents the average time performance of the B-tree index structure insertion

and deletion functional processes. The utilized records set consists of records with primary

key fields of integer type.

Figure 5.1: Functional process of B-tree index structure insertion and deletion average time performance
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Fig. 5.2 represents the average time performance of the B-tree index structure insertion
and deletion functional processes. The utilized records set is composed of records with

primary key fields of string type.

Figure 5.2: Functional process of B-tree index structure insertion and deletion average time performance
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Fig. 5.3 represents the average time performance of the B*-tree index structure insertion

and deletion functional processes. The utilized records set is composed of records with

primary key fields of integer type.

Figure 5.3: Functional process of B-tree index structure insertion and deletion average time performance

B+-tree index structure
Insertion and Deletion

Insertion functional process
Deletion functional process

50 100 150 200 250 300 350 400
node storage capacity

450

129

500



average execution time (sec)
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Fig. 5.4 represents the average time performance of the B*-tree index structure insertion

key fields of string type.

and deletion functional processes. The utilized records set consists of records with primary

Figure 5.4: Functional process of B*-tree index structure insertion and deletion average time performance
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average execution time (sec)

Fig. 5.5 represents the average time performance of the B-Hash Map index structure
insertion and deletion functional processes. The utilized records set is composed of records

with primary key fields of integer type.

Figure 5.5: Functional process of B-Hash Map index structure insertion and deletion average time
performance
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average execution time (sec)
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Fig. 5.6 represents the average time performance of the B-Hash Map index structure

with primary key fields of string type.

BHash Map index structure
Insertion and Deletion

insertion and deletion functional processes. The utilized records set is composed of records

Figure 5.6: Functional process of B-Hash Map index structure insertion and deletion average time
performance
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Fig. 5.7 represents the average time performance of the B*-Hash Map index structure
insertion and deletion functional processes. The utilized records set consists of records

with primary key fields of integer type.

Figure 5.7: Functional process of B*-Hash Map index structure insertion and deletion average time
performance
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average execution time (sec)

insertion and deletion functional processes. The utilized records set is composed of records

with primary key fields of string type.

Figure 5.8: Functional process of B*-Hash Map index structure insertion and deletion average time
performance
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Fig. 5.8 represents the average time performance of the B*-Hash Map index structure
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Fig. 5.9 represents the average time performance of the B-tree, B*-tree, B-Hash Map
and B*-Hash Map index structures insertion functional processes. The utilized records sets

are composed of records with primary key fields of integer and string type.

Figure 5.9: Functional processes of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures
insertion average time performance
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Fig. 5.10 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures deletion functional processes. The utilized records sets

are composed of records with primary key fields of integer and string type.

Figure 5.10: Functional processes of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures

deletion average time performance
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Computational study results of selection by primary key field and full scan - selection

functional processes average time performance

Fig. 5.11 represents the average time performance of the B-tree index structure selection
by primary key field and full scan - selection functional processes. The utilized records set

consists of records with primary key fields of integer type.

Figure 5.11: Functional process of B-tree index structure selection by primary key field and full scan -
selection average time performance
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Fig. 5.12 represents the average time performance of the B-tree index structure selection
by primary key field and full scan - selection functional processes. The utilized records set

is composed of records with primary key fields of string type.

Figure 5.12: Functional process of B-tree index structure selection by primary key field and full scan -
selection average time performance
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Fig. 5.13 represents the average time performance of the B*-tree index structure selection
by primary key field and full scan - selection functional processes. The utilized records set

consists of records with primary key fields of integer type.

Figure 5.13: Functional process of B*-tree index structure selection by primary key field and full scan -
selection average time performance
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Fig. 5.14 represents the average time performance of the B*-tree index structure selection
by primary key field and full scan - selection functional processes. The utilized records set

is composed of records with primary key fields of string type.

Figure 5.14: Functional process of B*-tree index structure selection by primary key field and full scan -
selection average time performance
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Fig. 5.16 represents the average time performance of the B-Hash Map index structure
selection by primary key field and full scan - selection functional processes. The utilized

records set consists of records with primary key fields of integer type.

Figure 5.15: Functional process of B-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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average execution time (sec)

Fig. 5.53 represents the average time performance of the B-Hash Map index structure
selection by primary key field and full scan - selection functional processes. The utilized

records set consists of records with primary key fields of string type.

Figure 5.16: Functional process of B-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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average execution time (sec)

Fig. 5.17 represents the average time performance of the B*-Hash Map index structure
selection by primary key field and full scan - selection functional processes. The utilized

records set is composed of records with primary key fields of integer type.

Figure 5.17: Functional process of B*-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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Fig. 5.18 represents the average time performance of the B*-Hash Map index structure
selection by primary key field and full scan - selection functional processes. The utilized

records set is composed of records with primary key fields of string type.

Figure 5.18: Functional process of B*-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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Fig. 5.19 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures selection by primary key field functional processes. The

utilized records sets are composed of records with primary key fields of integer and string

type.

Figure 5.19: Functional processes of B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures selection

by primary key field average time performance
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Fig. 5.20 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures full records scan and selection by multiple record fields

functional processes. The utilized records sets are composed of records with primary key

fields of integer and string type.

Figure 5.20: Functional processes of B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures full
records scan and selection by multiple record fields average time performance
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average nodes

25

0.5

Computational study results of average internal and leaf nodes distribution in the

index structures

Fig. 5.21 represents the average structural distribution of the B-tree index structure

nodes in internal and leaf nodes. The utilized records set is composed of records with

primary key fields of integer type.

Figure 5.21: Average structural distribution of the B-tree index structure nodes in internal and leaf nodes
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average nodes

Fig. 5.22 represents the average structural distribution of the B-tree index structure
nodes in internal and leaf nodes. The utilized records set is composed of records with

primary key fields of string type.

Figure 5.22: Average structural distribution of the B-tree index structure nodes in internal and leaf nodes
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average nodes

Fig. 5.23 represents the average structural distribution of the B*-tree index structure
nodes in internal and leaf nodes. The utilized records set is composed of records with

primary key fields of integer type.

Figure 5.23: Average structural distribution of the B*-tree index structure nodes in internal and leaf nodes
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average nodes

Fig. 5.24 represents the average structural distribution of the B*-tree index structure
nodes in internal and leaf nodes. The utilized records set consists of records with primary

key fields of string type.

Figure 5.24: Average structural distribution of the B*-tree index structure nodes in internal and leaf nodes
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average nodes

Fig. 5.25 represents the average structural distribution of the B-Hash Map index structure
B-tree nodes in internal and leaf nodes. The utilized records set is composed of records

with primary key fields of integer type.

Figure 5.25: Average structural distribution of the B-Hash Map index structure B-tree nodes in internal and
leaf nodes
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average nodes

Fig. 5.26 represents the average structural distribution of the B-Hash Map index structure
B-tree nodes in internal and leaf nodes. The utilized records set is composed of records

with primary key fields of string type.

Figure 5.26: Average structural distribution of the B-Hash Map index structure B-tree nodes in internal and
leaf nodes
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average nodes

Fig. 5.27 represents the average structural distribution of the B*-Hash Map index
structure B*-tree nodes in internal and leaf nodes. The utilized records set is composed of

records with primary key fields of integer type.

Figure 5.27: Average structural distribution of the B*-Hash Map index structure B*-tree nodes in internal
and leaf nodes
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average nodes

Fig. 5.28 represents the average structural distribution of the B*-Hash Map index
structure B*-tree nodes in internal and leaf nodes. The utilized records set is composed of

records with primary key fields of string type.

Figure 5.28: Average structural distribution of the B*-Hash Map index structure B*-tree nodes in internal
and leaf nodes
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average nodes stored record references

Computational study results of average internal and leaf nodes stored records distribution

in the index structures

Fig. 5.29 represents the average structural distribution of the B-tree index structure

nodes stored records in internal and leaf nodes. The utilized records set consists of records

with primary key fields of integer type.

Figure 5.29: Average structural distribution of the B-tree index structure nodes stored records in internal

and leaf nodes
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average nodes stored record references

Fig. 5.30 represents the average structural distribution of the B-tree index structure

nodes stored records in internal and leaf nodes. The utilized records set is composed of

records with primary key fields of string type.

Figure 5.30: Average structural distribution of the B-tree index structure nodes stored records in internal

and leaf nodes
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average nodes stored record references

Fig. 5.31 represents the average structural distribution of the B*-tree index structure

nodes stored records in internal and leaf nodes. The utilized records set is composed of

records with primary key fields of integer type.

Figure 5.31: Average structural distribution of the B*-tree index structure nodes stored records in internal

and leaf nodes
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average nodes stored record references

Fig. 5.32 represents the average structural distribution of the B*-tree index structure

nodes stored records in internal and leaf nodes. The utilized records set is composed of

records with primary key fields of string type.

Figure 5.32: Average structural distribution of the B*-tree index structure nodes stored records in internal

and leaf nodes
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average nodes stored record references

Fig. 5.33 represents the average structural distribution of the B-Hash Map index structure
B-tree nodes stored records in internal and leaf nodes. The utilized records set is composed

of records with primary key fields of integer type.

Figure 5.33: Average structural distribution of the B-Hash Map index structure B-tree nodes stored records
in internal and leaf nodes
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average nodes stored record references

Fig. 5.34 represents the average structural distribution of the B-Hash Map index structure
B-tree nodes stored records in internal and leaf nodes. The utilized records set consists of

records with primary key fields of string type.

Figure 5.34: Average structural distribution of the B-Hash Map index structure B-tree nodes stored records
in internal and leaf nodes
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average nodes stored record references

Fig. 5.35 represents the average structural distribution of the B*-Hash Map index
structure B*-tree nodes stored records in internal and leaf nodes. The utilized records

set is composed of records with primary key fields of integer type.

Figure 5.35: Average structural distribution of the B*-Hash Map index structure B*-tree nodes stored records
in internal and leaf nodes
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average nodes stored record references

Fig. 5.36 represents the average structural distribution of the B*-Hash Map index
structure B*-tree nodes stored records in internal and leaf nodes. The utilized records

set is composed of records with primary key fields of string type.

Figure 5.36: Average structural distribution of the B*-Hash Map index structure B*-tree nodes stored records
in internal and leaf nodes
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average height

Computational study results of average height

Fig. 5.37 represents the average B-tree index structure height. The utilized records set

is composed of records with primary key fields of integer type.

Figure 5.37: Average B-tree index structure height
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Fig. 5.38 represents the average B-tree index structure height. The utilized records set

is composed of records with primary key fields of string type.

Figure 5.38: Average B-tree index structure height
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average height

Fig. 5.39 represents the average B*-tree index structure height. The utilized records set

is composed of records with primary key fields of integer type.

Figure 5.39: Average B*-tree index structure height
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Fig. 5.40 represents the average B*-tree index structure height. The utilized records set

consists of records with primary key fields of string type.

Figure 5.40: Average B*-tree index structure height
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average height

Fig. 5.41 represents the average B-Hash Map index structure B-tree height. The utilized

records set is composed of records with primary key fields of integer type.

Figure 5.41: Average B-Hash Map index structure B-tree height
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average height

Fig. 5.42 represents the average B-Hash Map index structure B-tree height. The utilized

records set is composed of records with primary key fields of string type.

Figure 5.42: Average B-Hash Map index structure B-tree height
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average height

node storage capacity
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Fig. 5.43 represents the average B*-Hash Map index structure B*-tree height. The
utilized records set is composed of records with primary key fields of integer type.
Figure 5.43: Average B*-Hash Map index structure B*-tree height
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average height

Fig. 5.44 represents the average B*-Hash Map index structure B*-tree height. The

utilized records set consists of records with primary key fields of string type.

Figure 5.44: Average B*-Hash Map index structure B*-tree height
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5.2.2 Computational process on real data

This computational process was conducted as an average time performance approximation
of the B-tree, B*-tree, B-Hash and B*-Hash Map index structures insertion, deletion and

selection functions execution time in a set of real data.

The utilized dataset consists of real anonymized data and constitutes a RDBMS relational
table stored records set of 1, 056, 320 bank transaction operations. These stored transnational
operations are processes of crediting and debiting funds to customers bank accounts and
funds transfer between banking companies - institutions. The dataset was constructed and
minimized in order to be stored as a RDBMS table to which the B-tree, B*-tree, B-Hash and
B*-Hash Map index structures are linked and store the relational table record references

set. The RDBMS table stored records are composed of the following data parts:

The transaction identifier - primary key field (string type).
e The customer bank account identifier (string type).

e The transaction operation type (string type).

Debit operation.

Credit operation.

e The transaction operation (string type).

Cash withdrawal operation.

Remittance to another bank operation.

Credit in cash operation.

Collection from another bank operation.

Credit card withdrawal operation.

e The transaction operation full date-time (string type).
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A subset of 500,000 records objects (part of the 1,056, 320 records dataset) is stored in a
dynamic array structure in an ascending sorted arraignment - order based on the stored

records transaction operation real date-time.

This 500,000 records set references are stored in the B-tree, B*-tree, B-Hash and B*-
Hash Map index structures that are linked to the RDBMS relational table that contains these
records utilizing the record insertion function of each individual index structure. Then the
record references set insertion process time is measured and stored. In addition the internal
and leaf nodes, the record references that are stored in the leaf and internal nodes of the
B-tree and B*-tree index structures and the structures height are measured and stored.
For the B-Hash and B*-Hash Map index structures B-tree and B*-tree substructures the
average nodes, nodes stored record references and height are measured. After the insertion
process the record references set is selected from the B-tree, B*-tree, B-Hash and B*-Hash
Map index structures based on the primary key field of each record and the total selection
process time is measured and stored. As all the record references are stored in the B-tree,
B*-tree, B-Hash and B*-Hash Map index structures the complete - full scan and selection
process of all the stored record references of the index structures is preformed based on
the auxiliary record field that is the same for all the records. The full selection process time
is also measured and stored. Then a random reordering - rearrangement process of the
input data set was repeatedly performed 100 times. Specifically each record that is stored
in the dynamic array structure switches position with a randomly selected record that is
stored in the array structure. This procedure was repeated 100 times for the whole stored
records set rearrangement in order to randomly be constructed the set of 500,000 records.
Then the deletion of all records that had been inserted in the structures was performed
and the completion time of the overall deletion operation was measured and stored. After
the deletion process the dataset array structure is reconstructed - rearranged to its initial

state to be reused.

This computational process was repeated 5,000 times for each node capacity of the B-
tree, B*-tree, B-Hash and B*-Hash Map index structures in a capacity range from 11 to
501 stored record references with an increment factor of 10. For each node capacity, the
average of 5,000 measurements taken for each function was calculated. The B-Hash and
B*-Hash Map index structures are composed of 10 B-tree and B*-tree index structures. In

addition, the total average execution time of each individual function was calculated.
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average execution time (sec)

25

The above set of computational - measurement processes was implemented separately
for the B-tree, B*-tree, B-Hash and B*-Hash Map index structures in discrete computational

procedures.

Computational study results of insertion and deletion functional processes

average time performance

Fig. 5.45 represents the average time performance of the B-tree index structure insertion

and deletion functional processes.

Figure 5.45: Functional process of B-tree index structure insertion and deletion average time performance
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average execution time (sec)

25

Fig. 5.46 represents the average time performance of the B*-tree index structure insertion

and deletion functional processes.

Figure 5.46: Functional process of B*-tree index structure insertion and deletion average time performance
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average execution time (sec)

Fig. 5.47 represents the average time performance of the B-Hash Map index structure

insertion and deletion functional processes.

Figure 5.47: Functional process of B-Hash Map index structure insertion and deletion average time

performance
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average execution time (sec)
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Fig. 5.48 represents the average time performance of the B*-Hash Map index structure

insertion and deletion functional processes.

Figure 5.48: Functional process of B*-Hash Map index structure insertion and deletion average time
performance
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average execution time (sec)

Fig. 5.49 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures insertion functional processes.

Figure 5.49: Functional processes of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures
insertion average time performance
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average execution time (sec)

Fig. 5.50 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures deletion functional processes.

Figure 5.50: Functional processes of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures
deletion average time performance
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Computational study results of selection by primary key field and full scan - selection

functional processes average time performance

Fig. 5.51 represents the average time performance of the B-tree index structure selection

by primary key field and full scan - selection functional processes.

Figure 5.51: Functional process of B-tree index structure selection by primary key field and full scan -
selection average time performance
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average execution time (sec)

Fig. 5.52 represents the average time performance of the B*-tree index structure selection

by primary key field and full scan - selection functional processes.

Figure 5.52: Functional process of B*-tree index structure selection by primary key field and full scan -
selection average time performance
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average execution time (sec)

Fig. 5.53 represents the average time performance of the B-Hash Map index structure

selection by primary key field and full scan - selection functional processes.

Figure 5.53: Functional process of B-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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Fig. 5.54 represents the average time performance of the B*-Hash Map index structure

selection by primary key field and full scan - selection functional processes.

Figure 5.54: Functional process of B*-Hash Map index structure selection by primary key field and full scan
- selection average time performance
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average execution time (sec)

Fig. 5.55 represents the average time performance of the B-tree, B*-tree, B-Hash Map

and B*-Hash Map index structures selection by primary key field functional processes.

Figure 5.55: Functional processes of B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures selection
by primary key field average time performance
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Fig. 5.56 represents the average time performance of the B-tree, B*-tree, B-Hash Map
and B*-Hash Map index structures full records scan and selection by multiple record fields

functional processes.

Figure 5.56: Functional processes of B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures full
records scan and selection by multiple record fields average time performance
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average nodes
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Computational study results of average internal and leaf nodes distribution in the

index structures

Fig. 5.57 represents the average structural distribution of the B-tree index structure

nodes in internal and leaf nodes.

Figure 5.57: Average structural distribution of the B-tree index structure nodes in internal and leaf nodes
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Fig. 5.58 represents the average structural distribution of the B*-tree index structure

nodes in internal and leaf nodes.

Figure 5.58: Average structural distribution of the B*-tree index structure nodes in internal and leaf nodes
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average nodes
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Fig. 5.59 represents the average structural distribution of the B-Hash Map index structure

B-tree nodes in internal and leaf nodes.

Figure 5.59: Average structural distribution of the B-Hash Map index structure B-tree nodes in internal and

leaf nodes
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Fig. 5.60 represents the average structural distribution of the B*-Hash Map index

structure B*-tree nodes in internal and leaf nodes.

Figure 5.60: Average structural distribution of the B*-Hash Map index structure B*-tree nodes in internal

and leaf nodes
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Computational study results of average internal and leaf nodes stored records distribution

in the index structures

Fig. 5.61 represents the average structural distribution of the B-tree index structure

nodes stored records in internal and leaf nodes.

Figure 5.61: Average structural distribution of the B-tree index structure nodes stored records in internal
and leaf nodes
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Fig. 5.62 represents the average structural distribution of the B*-tree index structure

nodes stored records in internal and leaf nodes.

Figure 5.62: Average structural distribution of the B*-tree index structure nodes stored records in internal
and leaf nodes
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Fig. 5.63 represents the average structural distribution of the B-Hash Map index structure

B-tree nodes stored records in internal and leaf nodes.

Figure 5.63: Average structural distribution of the B-Hash Map index structure B-tree nodes stored records

in internal and leaf nodes
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Fig. 5.64 represents the average structural distribution of the B*-Hash Map index

structure B*-tree nodes stored records in internal and leaf nodes.

Figure 5.64: Average structural distribution of the B*-Hash Map index structure B*-tree nodes stored records
in internal and leaf nodes
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average height

Computational study results of average height

Fig. 5.65 represents the average B-tree index structure height.

Figure 5.65: Average B-tree index structure height
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average height

Fig. 5.66 represents the average B*-tree index structure height.

Figure 5.66: Average B*-tree index structure height
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average height

Fig. 5.67 represents the average B-Hash Map index structure B-tree height.

Figure 5.67: Average B-Hash Map index structure B-tree height
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Fig. 5.68 represents the average B*-Hash Map index structure B*-tree height.

Figure 5.68: Average B*-Hash Map index structure B*-tree height
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5.3 Analysis and evaluation of the computations results

5.3.1 Theoretical analysis

In-memory system B-tree and B*-tree index structures

The node size - capacity increment in the stored record references incrementally affects
the rate and analogy of the B-tree and B*-tree index structures width-wise structural
expansion in association with the structural expansion in height. Increasing the capacity of
each individual node component increases the record references that can be stored in each
node by reducing the total number of nodes required to store the record references set
that the indices contain. Consequently there is a correlation of the node capacity with the
record references set storage distribution in the nodes set, the nodes structural distribution
in internal and leaf nodes and the B-tree and B*-tree index structures height. The node
capacity increment affects the gradual reduction and eventually the balancing - stabilization

of the index structures height.

The dynamic construction and structural mutability associated with the distribution,
layout - arrangement and organization of the structures nodes and the nodes stored record
references are based on the functional property of structural stabilization — balancing of
the B-tree and B*-tree index structures insertion and deletion operations. Therefore the
dynamic mutability of the node capacity in stored record references affects the structural

formulation of the B-tree and B*-tree index structures.

Furthermore, increasing the node capacity in stored record references increases the
probability of the average simple record reference insertion - storage in a node (it is
not required the node split) of the B-tree and B*-tree index structures and therefore
increases the set of record references stored by simple storage procedure in the B-tree
and B*-tree index structures nodes reducing the node splits and the structural reordering,
rearrangement and reconstruction at the nodes and tree structural levels. This reduction in
nodes splits causes a reduction in the B-tree and B*-tree index structures average height as
the total number of internal and leaf nodes created by the node splits is reduced. Moreover
the leaf nodes set is increased with a quite higher rate related to the internal nodes as each

internal node creation (node split) requires multiple leaf nodes splits (creations). So we
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can conclude that the B-tree and B*-tree index structures are composed of quite more leaf
nodes than internal nodes. Consequently, the nodes size - capacity of the B-tree and B*-
tree index structures has an impact on the efficiency and speed in terms of time resources
management and time performance of the insertion function. The node capacity increment

implies the average increase in the time efficiency and speed of the insertion function.

The node capacity increment in stored record references increases the probability of
the average simple deletion of a record reference from a node of the B-tree and B*-tree
index structures. Therefore increases the record references set deleted - removed by simple
deletion processes from the B-tree and B*-tree index structures nodes reducing the nodes
structural reordering, rearrangement and reconstruction operations. Reducing the set of
nodes rearrangement and reconstruction - rebuilding procedures and their application
rate has an effect on maintaining the distribution - proportion of the B-tree and B*-tree
index structures nodes in leaf and internal nodes and on keeping the height reduction
rate at a low level. Furthermore the deletion function requires on average a quite larger
set of nodes rearrangements - reconstructions related to the insertion function in order to
structurally re-balance and stabilize the B-tree and B*-tree index structures. Consequently,
the nodes capacity of the B-tree and B*-tree index structures has an impact on the efficiency
and speed in terms of time resources management and time performance of the deletion
function. The node capacity increment implies the average increase in the time efficiency

and speed of the deletion function.

The node capacity increment causes the reduction of node splitting, nodes structural
rearrangements - reconstructions (tree re-balancing operations) while increasing the set
of functional algorithmic steps for the implementation and completion of each individual

operation.

The record references location and selection in the nodes internal dynamic array storage
structures is based on the binary and interpolation node-side search functions. Reducing
the B-tree and B*-tree index structures height reduces the total number of node-level record
references location and selection operations as it reduces the nodes transitions (vertical
nodes paths size from the root node to the bottom leaf nodes level of the structures). This
reduces the average number of nodes (nodes set) where the localization-selection operations
are applied. In parallel, the node capacity increment has impact on the branching factor
increment. These factors reduce the average time of the record references selection function

based on primary key field as they reduce the average time of the stored record references
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node-side location - selection operations and the set of node-side location - selection
operations at the structure tree level. This optimization is partially compensated by the node
storage capacity increment as the average number of stored record references contained
in each node is increased reducing the efficiency and time performance of the node-size

location selection operations.

Therefore, the storage size - capacity increment of the B-tree and B*-tree index structures
nodes affects the time resources management efficiency optimization of the primary key

field-based record references selection function.

The average height and internal nodes set reduction, the leaf nodes set increment and
the general B-tree index nodes set reduction causes the recursive transition-crossing (scan
and selection) operations between different structural levels nodes decreasing the recursion
stack operations set and the stack memory usage (depth). In addition, the node storage
capacity increment in record references affects the record references storage gathering on
fewer nodes with higher capacity, reducing the memory gaps (unused allocated memory)
in the in-memory (main memory - RAM) system. This increases the fast and efficient
management (usage) of the allocated memory by using the required memory and reducing
the location - selection time of the nodes and nodes semi-dynamic array structures memory
components - memory structural parts that the stored record references sets are contained.
This time reduction of the nodes location and selection in memory is caused as the nodes
and the stored record references sets of nodes are more dense stored and distributed in
the memory system in more continuous and larger memory chunks as dynamic array
structures. The location and transition in less and continuous large memory components -
chunks (B-tree index structure nodes) which are randomly distributed in memory (larger
memory gaps between the nodes memory parts) is time efficient and fast as the location
and transition operations in continuous memory is quite faster in compare to the location
and transition operations in more and smaller memory components (nodes with small

storage capacity) that the memory is randomly distributed and less continuous.

Consequently, the node capacity increment of the B-tree index structure affects the
time resources management efficiency optimization of the complete B-tree stored records

references set scan - selection function.
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This full scan - selection function of the B*-tree index structure stored record references
set is based on the structural property of the B'-tree that contains the stored record
references set in a set of Double Linked List structure leaf nodes at the bottom leaf nodes
level of the tree. In this case a complete iterative scan - selection process is implemented in
the Double Linked List structure nodes that store the record references. Therefore the B*-
tree index structure full selection function has a little better theoretical time performance
in compare with the B-tree because there are not recursive transfer between nodes of
different structural levels (recursion stack operations). Moreover the B*-tree nodes storage
distribution in the memory system affects the selection function time and memory resources

management efficiency and time performance.

Consequently, the node capacity increment of the B*-tree index structure affects the time
resources management efficiency optimization of the complete records references set scan

- selection function.

As the nodes capacity of the B-tree and B*-tree index structures increases in proportion
to the total number of stored record references of the structures, the structures tend
to transform into semi-dynamic array structures losing their structural and functional
properties. This causes the gradual destabilization and reduction of the B-tree and B*-tree
index structures functional performance in terms of time and memory resource management

efficiency.

On-disk file system B-tree and B*-tree index structures

On real RDBMS file systems as MySQL, PostgreSQL and SQLite on-disk file systems the
B-tree - B*-tree indexes are constructed to be utilized and operate as disk-based memory
system structures that are stored on disk. Each B-tree - B*-tree index structure record
insertion, deletion, update and selection operation requires the load - transfer of the index
structure nodes, stored record references and records physical data from the storage disk
system to the main memory (RAM) system. The exchange of this data between the main
and disk memory systems for processing applying a set of transactions and operations
that affects the stored data on disk requires a large set of read - write and delete disk
operations. These read - write and delete disk operations (disk access operations) are
quite time consuming and inefficient in terms of time and memory resources management,

especially when a large B-tree - B*-tree index structure part or the whole structure must
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be located and transferred from the disk memory system to the main memory in order to

be implemented a set of transactions - operations.

The RDBMS file systems indexing sub-systems B*-tree index structures store the records
sets - record references sets at the last bottom leaf nodes level and the upper internal nodes
levels store only the node references and nodes metadata. As opposed to the B*-tree the B-
tree index structures store the records sets - record references sets in both leaf and internal
nodes and the internal nodes also store the node references and a set of nodes metadata.
Each node is a memory component on the disk memory system that consists of fixed size
- capacity allocated memory chunks. The leaf nodes can store a quite larger set of records
sets - record references sets in compare to the internal nodes which store both the records
and nodes references sets. Therefore, a typical leaf node can store a large set of records in a
set of less disk memory components related to the internal node which can not fit and store
the same set of records utilizing the same memory components. This causes the internal
nodes memory components distribution - scatter in remote disk memory system parts (disk
locations) requiring more disk access operations for the reconstruction, rearrangement and
transfer of an internal nodes from the disk to main memory compared to a leaf node.
As already mentioned, the B*-tree stores the records data only in the leaf nodes and as
opposed to the B*-tree the B-tree index structures store the records data in both leaf
and internal nodes. This affects the efficiency of the B-tree insertion, deletion, update and
selection functions in terms of time and memory resources management reducing the
functional performance of the B-tree related to the B*-tree because of the larger set of disk
accesses that the B-tree implements through its functions. Consequently, in practice, the

B*-tree index structure is more functionally efficient and fast related to the B-tree.

B-Hash Map and B*-Hash Map index structures

Based on the theoretical analysis of the B-tree, B*-tree, B-Hash Map and B*-Hash Map
index structures it can be concluded that the insertion, deletion, update and selection
functions of the B-Hash Map and B*-Hash Map index structures have generally and
approximately higher performance in terms of average time and memory resource management
efficiency related to the B-tree and B*-tree indexes corresponding functions on disk-based
and in-memory file systems. Furthermore as the B-tree and B*-tree index structures have
approximately the same average time performance on in-memory file systems, the B-Hash

Map and B*-Hash Map index structures that are composed of B-tree and B*-tree indexes
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nodes have proportional functional performance.

5.3.2 Computational processes results on constructed and real data

In this implementation, the theoretical analysis and the conducted computational processes
data analysis on constructed and real data shown in Fig. 5.9 — 5.56 and in set of the other
related figures, demonstrate that the implemented and developed insertion, deletion and
selection functions of the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures

are on average quite consistent with the existing theory and theoretical analysis.

Furthermore, the B-tree, B*-tree, B-Hash Map and B*-Hash Map index structures height,
the internal and leaf nodes and the records references sets that are stored in the internal
and leaf nodes computational data shown in the related figures provided by the conducted
computational processes are also correspond to the related provided theory and theoretical

analysis.

As indicated through the theoretical analysis, the average time performance of the B-
tree, B™-tree, B-Hash Map and B*-Hash Map index structures functions on real dataset
is quite higher but approximately analogous to the average time performance of the B-
tree, B*-tree, B-Hash Map and B*-Hash Map index structures functions on synthetic data

(records set with records primary key fields of string type).
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Chapter 6

Summary and inferences

Realizing and observing that there are not sufficient dynamic, efficient, refactorable -
maintainable and general-purpose implementations in C of in-memory (RAM) system B-
tree, B*-tree, B-Hash Map and B*-Hash Map indexes structures combined with a complete,
qualitative and concurrently simple theoretical and computational analysis, the conducted
study aims to fill partially this gap. In this study, an open-source C programming language
software package was implemented, developed and provided (based on the cited studies
and researches) that includes a set of quite dynamic, efficient, refactorable, maintainable,
testable and general-purpose in-memory system B-tree, B*-tree, B-Hash Map and B*-
Hash Map index structures combined with a complete theoretical and computational
analysis of the indexes structure, functions and functional efficiency in terms of time
and memory resources. The theoretical analysis of the B-tree, B*-tree, B-Hash Map and
B*-Hash Map index structures functional performance was carried out and implemented
through a computational processes set on real and synthetic data providing metric data for
meta-analysis, evaluation and comparison. The theoretical analysis of the computational
processes metric data demonstrates that the implemented in-memory B-tree and B*-tree
index structures functions have quite similar average time performance. Furthermore,
it can be concluded that the implemented in-memory B-Hash Map and B*-Hash Map
index structures functions are quite faster and more efficient in terms of time resources
management related to the B-tree and B*-tree index structures functions. Finally, the
provided packages are available on GitHub for meta-analysis, evaluation, modification,
refactoring, testing and further development in order to be implemented and created a

more dynamic, complete, maintainable and stable software package.

203


https://github.com/SalakosSot
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